
Article

Teaching Statistics in Biology: Using Inquiry-based
Learning to Strengthen Understanding of Statistical
Analysis in Biology Laboratory Courses
Anneke M. Metz

Department of Cell Biology and Neuroscience, Montana State University, Bozeman, MT 59717

Submitted July 12, 2007; Revised November 26, 2007; Accepted April 15, 2008
Monitoring Editor: Diane Ebert-May

There is an increasing need for students in the biological sciences to build a strong foundation in
quantitative approaches to data analyses. Although most science, engineering, and math field
majors are required to take at least one statistics course, statistical analysis is poorly integrated
into undergraduate biology course work, particularly at the lower-division level. Elements of
statistics were incorporated into an introductory biology course, including a review of statistics
concepts and opportunity for students to perform statistical analysis in a biological context.
Learning gains were measured with an 11-item statistics learning survey instrument developed
for the course. Students showed a statistically significant 25% (p � 0.005) increase in statistics
knowledge after completing introductory biology. Students improved their scores on the survey
after completing introductory biology, even if they had previously completed an introductory
statistics course (9%, improvement p � 0.005). Students retested 1 yr after completing introduc-
tory biology showed no loss of their statistics knowledge as measured by this instrument,
suggesting that the use of statistics in biology course work may aid long-term retention of
statistics knowledge. No statistically significant differences in learning were detected between
male and female students in the study.

INTRODUCTION

In Bio2010: Transforming Undergraduate Education for Future
Research Biologists, the National Research Council (NRC)
recommends an increased emphasis on interdisciplinarity in
biology curricula, including more emphasis on mathematics
and statistics (NRC, 2003). Little work has been done on the
teaching of statistics in an integrated manner in undergrad-
uate biology courses. Horgan et al. (1999) describe continu-
ing education workshops in statistics for biological research
scientists, but they provide only anecdotal evidence of stu-
dent learning. A’Brook and Weyers (1996) surveyed the
level of statistics teaching in undergraduate biology degree
programs (in the United Kingdom), and they found that
statistics course work is almost invariably separated from
biology course work. Both Horgan and A’Brook conclude
that biology students are not learning statistics at the under-
graduate (and even graduate) levels, which results in the

lack of, or misused, statistical analysis by many professional
biologists.

The experience of our faculty teaching undergraduate
biology mirrors the observations of both A’Brook and Wey-
ers. In our traditional curriculum, statistics was a required
course for the major, but it was not a prerequisite for any
particular biology course. As a result, students took the
course at greatly varying points in their curriculum, usually
as juniors or seniors. Furthermore, because understanding of
statistics was not consistently or uniformly stressed within
the biology curriculum, students made few intellectual con-
nections between their general statistics course (which uses
examples from a wide range of fields, including economics,
agriculture, medicine, sociology, and engineering) and the
use of statistics in biology. Anecdotal evidence from our
courses also suggested that biology students had difficulty
understanding quantitative information presented graphi-
cally or in tables, were unable to manipulate raw data sets,
and could not interpret statistical measures of significance
such as p value. The Montana State University (MSU) bio-
medical sciences major attracts a high percentage of students
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who hope to attend graduate, medical, or professional
school; yet, even this highly motivated group of students
seemed to have few skills in analyzing and manipulating
biological data, particularly at the lower-division level, even
after completing a formal statistics course.

The literature suggests that this is not an uncommon
occurrence in biology programs. Peterson (2000) describes
an introductory biology course where students were re-
quired to perform an inquiry-based experiment to examine
the relationships between macroinvertebrates in a campus
nature preserve. Instructors in that course found that stu-
dents had to first be taught statistical analysis before they
could analyze their own data. This instruction required time
beyond what was available in the classroom, and students
continued to struggle with differentiating between statistical
significance of data and the significance of their findings
with respect to the experimental objective. Using several
pre- and postproject exam questions, Peterson reported sta-
tistically significant improvement in basic knowledge of
statistics in only one of two sections that incorporated sup-
plemental statistics instruction.

Maret and Ziemba (1997), in their investigation of teach-
ing students to use statistics in scientific hypothesis testing,
noticed that students, especially lower-division undergrad-
uates, have few opportunities to practice the use of statistics
in testing scientific hypotheses. They suggest that students
should be taught the use of statistical tests early in their
undergraduate careers, and concomitantly be given oppor-
tunity to practice applying statistics to test scientific hypoth-
eses. To ensure that biology majors will have a stronger
understanding of quantitative and statistical analysis, we
have begun reforming our biomedical sciences curriculum
to better integrate mathematics and biology, and in partic-
ular statistics and biology.

Although the teaching of statistics in the biology class-
room is understudied, we can look to lessons learned in
statistics pedagogy to reform biology curricula. Modern in-
troductory statistics courses were established in the late
1970s, and they have seen a continual growth in enrollment
since that time (Guidelines for the Assessment and Instruc-
tions in Statistics Education [GAISE], 2005). The growth in
enrollment has resulted in a democratization of the statistic
student population—students are coming into statistics with
increasingly diverse backgrounds and professional goals.
This has meant shifting from teaching a narrowly defined
set of professionals-in-training (e.g., scientists) to making
statistics relevant and accessible to students with a wide
range of career interests and quantitative skills (Moore, 1997;
GAISE, 2005). Statistics academicians have responded with a
number of curricular reforms that are useful to consider.

Moore (1997), in considering how to best craft introduc-
tory statistics courses for modern students who will become
citizens and professionals, but (mostly) not professional stat-
isticians, suggests that “the most effective learning takes
place when content (what we want students to learn), ped-
agogy (what we do to help them learn) and technology
reinforce each other in a balanced manner.” There are sev-
eral key points to this statistics reform. One, it is clear that
active learning, with components including laboratory exer-
cises, group work, work with class-generated data, and stu-
dent written and oral presentations, increases student en-
thusiasm for, and learning of, statistics. Two, statistics

instructors indicate that students are more motivated and
better understand concepts when real (and especially stu-
dent-gathered) data sets are used. It is also important to use
technology (e.g., statistics software) to emphasize statistical
literacy rather than tedious calculations (Moore, 1997; Gar-
field et al., 2002; GAISE, 2005).

From the literature and our own experience, it was clear
that to truly integrate statistics and biology and engage
students in the use of statistics in their major program, we
would need to provide students with formal training in
statistics as early as possible, give them the opportunity to
practice the use of statistics, and demonstrate the impor-
tance of statistical data analysis in biological research. At
MSU, students take a centralized introductory statistics
course with peers in many different major disciplines. As
part of an ongoing curricular reform effort, we shifted the
biomedical science major requirements so that our students
now take introductory statistics as incoming freshmen,
rather than in their junior or senior year. We then designed
our introductory biology course, taken by our majors imme-
diately after completion of introductory statistics, to incor-
porate the best practices of statistics teaching reform.

We designed and piloted an instrument to determine
whether reinforcement of statistical learning (by practice in
using statistics in biological applications) aids in student
retention of material learned in formal statistics course
work, and increases student understanding of statistical con-
cepts. Although assessments exist to measure learning in
statistics curricula (e.g., the Statistical Reasoning Assess-
ment, Garfield, 2003), there is no instrument available for
measuring learning of statistics in a biology curriculum. The
survey was administered to students at the beginning and
end of introductory biology course. We also resurveyed
students 1 yr after completion of introductory biology to
determine whether students retained their knowledge of
basic statistics in a biological context. Finally, we examined
the impact of incorporating biology examples into introduc-
tory statistics, and we investigated whether there were gen-
der differences in learning within our study cohort.

METHODS

Curriculum
We sampled two cohorts of biomedical science majors (2005 and
2006 incoming classes) for this study. Biomedical science students
take introductory statistics (Statistics 216), taught by the mathemat-
ical sciences department, in the first semester of their freshman year,
as a prerequisite to biology course work. In fall 2005, a special
section of introductory statistics was offered for biology students
that emphasized the use of biological examples in teaching the
course material. The course was otherwise identical to other sections
of introductory statistics offered that semester. Sixteen students
who went on to enroll in the spring 2006 introductory biology
course (Biology 213) completed this special section. Forty-four ad-
ditional students enrolled in regular introductory statistics sections
in fall 2005. The remaining students in 2005 satisfied their statistics
prerequisite at other institutions, took statistics concurrently, or did
not satisfy the prerequisite before enrollment in introductory biol-
ogy. The special statistics section for biology majors was not avail-
able to the 2006 cohort. Over two semesters (spring 2006 and 2007),
264 (123 male, 141 female) students in total completed introductory
biology.
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Instructional Methods
In introductory biology, students were given a brief review of some
elements of basic statistics (charting categorical observations,
mean/median/mode, analyzing difference between two popula-
tions, confidence interval, distinguishing correlation from causa-
tion, p value), and data graphing (scatterplot, box plot, and histo-
gram). In the laboratory component of the course, students were
provided with an introduction to the Minitab statistical software
package (Minitab, State College, PA), and they completed a mea-
surement, data collection, and statistical analysis exercise (the “Shell
Lab,” described below) at the beginning of the course. This material
was reinforced with a statistics primer, an appendix in the labora-
tory manual that reviews basic statistical principles and provides a
guide to the Minitab program. For the remainder of the semester,
students completed six additional inquiry-based lab exercises, re-
quiring them to collect data and perform basic statistical analyses
such as comparison of the means of two populations, distribution of
measurements in a population, comparison of actual allele frequen-
cies with expected frequencies, and regression analysis of the asso-
ciation between two variables. The laboratory exercises were de-
signed in a similar manner to the “teams and streams” model
(Luckie et al., 2004), in which 2-wk-long laboratory blocks combine
short introductory exercises with modules where students design
their own experiments.

Shell Lab
Students, working in groups of four, performed three activities
using a variety of sea shells (spotted arks, ear moon shells, tiger
moon shells, clams, Caribbean arks or brown stripe shells; available
in bulk from Seashells.com) and peanuts in the shell. This lab is a
variation of the “Find Your Peanut” inquiry exercise from Duke
University’s Center for Inquiry-based Learning (Budnitz and Guen-
tensberger, 2001), and it included three activities. Activity 1 (dem-
onstrates measurement variation): Students were instructed to
“measure the length of 20 peanut shells.” All student groups mea-
sured the same set of peanut shells. Data sets for all the groups were
compared, and variations in data measurements were discussed.
Activity 2 (correlation of quantitative variables, use of scatterplot):
Each group received 10 specimens of one type of shell, and they
were tasked to determine whether “height” and “width” (self-
defined by students) correlated or varied independently. Activity 3
(comparison of two populations): Each group received two sets of
20 shells, from “warm water” and “cold water,” and they had to
determine whether there was a statistically significant difference
between the two sets. Students were free to choose their measure-
ment strategy to determine “difference.” Data collection and anal-

ysis were performed using Minitab statistical software. This exercise
trained students in some basic statistical analyses techniques that
they then used in the remaining labs for the semester.

Statistics Survey Design
To determine the level of incoming statistical knowledge for stu-
dents entering introductory biology, we developed a statistics sur-
vey (available as Supplemental Material) consisting of 11 multiple-
choice and short-answer items (Table 1). The instrument included
items at four (knowledge, application, analysis, and evaluation) of
the six levels of Bloom’s taxonomy of learning objectives (Bloom,
1956). Items were chosen based on statistical concepts both taught in
introductory statistics and used in data analysis in the introductory
biology labs. We used a multiple-choice (with one short answer)
format to allow the survey to be completed as a student activity in
the lecture component of the course. Preliminary instrument vali-
dation was performed by three introductory biology instructors at
MSU and two outside content experts. These initial reviews of the
statistics instrument provided useful feedback on question wording
and accuracy of answer choices.

Delivery of the Survey
The survey was administered on the first day of class to students in
introductory biology (“presurvey”). Presurveys were not returned.
We asked students to voluntarily self-report class rank, gender, and
previous/concurrent statistics course work on the survey. To gauge
student learning of statistics by the end of the course, the identical
instrument was readministered to the students in a class period
during the last week of the course (“postsurvey”). Students were
not told ahead of time that the survey would be readministered.

One hundred eighty-six of 264 (70.5%) introductory biology stu-
dents completed both the pre- and postsurveys and made up the
study sample. Of the 186 students, 87 were male and 99 were
female. Students were categorized as having completed statistics
before the course, taking statistics concurrently, or not satisfying the
statistics prerequisite (Table 2). Seventy-eight additional students
enrolled in introductory biology did not complete either the presur-
vey or postsurvey, and they were not included in the study sample.
We compared student GPAs of the 186 survey completers and 78
noncompleters to determine whether the study sample was repre-
sentative of the student population completing the course.

We retested the 2006 cohort 1 yr after completion of their post-
survey, in a sophomore-level required biology course (Biology 215,
ecology and evolution). The survey was given in-class during the
last week of the semester. This resulted in a sample of 30 students.
The sample size was small because a large number of students take

Table 1. Design of statistics survey and student responses

Item Category Survey question Correct responses presurvey (%)a Correct responses postsurvey (%)a

1 Identification Histogram 67 (36) 127 (69)
2 Identification Scatterplot 183 (98) 184 (99)
3 Identification Stem-and-leaf plot 149 (80) 184 (99)
4 Graphical tools Box plot 113 (61) 142 (76)
5 Graphical tools Histogram 99 (53) 116 (62)
6 Graphical tools Scatterplot 140 (75) 157 (84)
7 Experimental analysis Quartiles 162 (88) 175 (94)
8 Experimental analysis p value 66 (35) 128 (69)
9 Experimental analysis Causation vs. correlation 96 (52) 126 (68)
10 Data evaluation Causation/correlation 87 (47) 90 (48)
11 Data evaluationb p value 65 (35) 81 (43)

a Total students participating in survey n � 186.
b Includes both answer choices C and E.
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this course out of sequence or pass out of it with advanced place-
ment or transfer credit.

Data Analysis
Pre- and postsurveys and demographic data for individual students
were matched, and names and student IDs were removed from the
data set before analysis. We calculated individual student normal-
ized gains (g), where g is the proportion of the actual score gains
compared with the maximal gain possible, given the student’s initial
score; g � (postscore � prescore)/(100% � prescore), for each
student in the sample. Average normalized gain, G, defined as the
mean of g values in a population, was then calculated for the
following student groups: those who had completed a college-level
introductory statistics course in a previous semester, those taking
statistics concurrently, and students who had no college-level sta-
tistics preparation. We also calculated G for students who had
completed a biology-themed section of introductory statistics, and
we compared survey performance for male and female students.
For students retested 1 yr after completing introductory biology, G
was calculated using the student’s initial presurvey score from the
start of spring 2006 and the postsurvey score from the completion of
spring 2007, representing a spacing of approximately 16 mo. The
assumption of normality for the prescore, postscore, and normal-
ized gain data sets was confirmed by skew and Kurtosis analysis
( skew and Kurtosis � 1). All statistical tests for data significance
(t test, analysis of variance [ANOVA], analysis of covariance
[ANCOVA]), including skew/Kurtosis calculations and corrections
for simultaneous comparisons of groups (Tukey’s or Bonferroni)
were performed using Minitab version 15.1.1.0.

RESULTS

We developed a survey to measure statistics learning gains
in an introductory biology course that emphasized statistical
analysis to determine whether statistics knowledge learned
in introductory statistics could be either maintained or im-
proved by extra practice and review in a nonstatistics
course. The survey tested student recall and understanding
of the concepts from introductory statistics that are neces-
sary for basic data analysis in introductory biology. Of the
264 students completing introductory biology, 186 students
(70%) who completed both the initial and final surveys were
included in the study sample. The mean GPA was 0.35
points higher for study participants (3.36) than for those
who did not complete the study (3.01). The difference was
statistically significant (t test, p � 0.005). The mean course
grade for nonparticipants was also significantly lower (3.40
for participants, 2.71 for nonparticipants; t test, p � 0.005).
These data suggest that the study did not adequately repre-
sent students who are “strugglers” in the major. Their ex-
clusion from the study seems to be due to lower attendance
rates by struggling students; 98% of students who were
excluded from the study sample failed to complete the post-

survey, which was given in class during the last week of
classes for the semester.

The statistics survey consisted of questions in four cate-
gories: identification of graphs, use of graphical tools, anal-
ysis of experimental data, and evaluation (Table 1). The
instrument was field tested with 186 biomedical science
majors. We gauged question difficulty by the percentage of
correct responses on the presurvey. Presurvey correct re-
sponses on individual items ranged from nearly 100% (item
2) to 35% (items 8 and 11). Kaplan and Saccuzzo (1997)
suggest that instrument multiple-choice questions ideally
have initial correct response averages about halfway be-
tween random guess and 100%. Because most of the survey
items had either four or five answer choices, an initial cor-
rect response rate of �60% would have been ideal. Thus,
some questions that had an 80% or greater initial correct
response rate had little utility in gauging learning (e.g.,
items 2, 3, and 7), although they were useful in demonstrat-
ing students’ incoming knowledge. Other items (e.g., item
11) were likely too difficult to accurately measure student
understanding of that particular concept.

The survey was reliable in measuring an increase in sta-
tistics knowledge in introductory biology. We saw a statis-
tically significant improvement of scores on the survey of 24
percentage points between first and second administration
of the instrument (from 57% correct to 71% correct; t test, p �
0.005). Figure 1A indicates median pre- and postsurvey
scores for students in all groups. All three groups showed
statistically significant improvement in their average survey
scores between the pre- and postsurvey (Figure 1B): 9 per-
centage points (from 64 to 73%) for students with previous
statistics course work, 32 percentage points for those taking
statistics concurrently (from 41 to 73%), and 19 points (from
43 to 62%) for those without statistics training. Each im-
provement was significant within individual groups (t test,
p � 0.005 in all instances). Confidence intervals indicated in
Figure 1B include Bonferroni’s correction for simultaneous
confidence levels.

The normalized gain (G) is an accepted measure used to
quantify learning in science courses. It is commonly used in
physics and astronomy learning studies (Hake, 1998;
Hemenway et al., 2002; Coletta and Phillips, 2005). The over-
all G for our study sample was 0.24 (SD � 0.44). G was
calculated for groups with varied statistics preparation (Fig-
ure 2). Students who had completed introductory statistics
in the prior semester showed modest gains (G � 0.16, SD �
0.46) on the survey. Both groups of students with no previ-
ous statistics at the beginning of the course showed stronger
gains than the group with previous statistics. For students
who took statistics concurrently, G � 0.53 (SD � 0.26) while
for students who took no statistics course at all, G � 0.3 (SD
0.36). Although they posted lower scores on the presurvey,
the mean postsurvey score for concurrent students was com-
parable with that of students who had completed the statis-
tics prerequisite (Figure 1B). This suggests that students
taking statistics concurrently were on par, by semester’s end,
with students who took statistics before entering biology.
Concurrent students showed the greatest G of all groups
(Figure 2A). It is not surprising that this group posted the
largest gain of all three groups, because these students were
receiving concurrent instruction in statistics in both biology
and introductory statistics. The gains shown by these stu-

Table 2. Number and gender distribution of study participants

Male Female Total

Previous statistics 63 67 130
Concurrent statistics 17 14 31
No statistics 19 6 25
Total 99 87 186
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dents therefore include gains from the biology course and
gains from the statistics course.

Of the students in the study sample, 53.2% were female,
which was proportional to the percentage of women in the
course over two semesters (264 students; 53.5% female).
Similar numbers of males and females were in the different
statistics preparation groups, with the exception of students
without statistics course work (Table 2). We found no sta-
tistically significant difference in the performance of male
and female students in this study (Figure 2B; G � 0.23 [SD �
0.46] for female students and G � 0.25 [SD � 0.41] for male
students [t test, p � 0.719]). Female students showed slightly
higher average course grades (3.45 vs. 3.34) and GPA (3.41
vs. 3.31) than male students. These differences were not
significant (ANOVA, p � 0.255 for course grades, p � 0.222
for GPA). The difference in learning gains between male and
female students was still not significant even when these

slight course grade and GPA differences were accounted for
via covariate (ANCOVA) analysis.

We designed individual survey items to track varying
aspects of students’ statistics knowledge. Survey items 1–3
tested whether students could recognize commonly used
graphical tools (a histogram, scatterplot, and stem-and-leaf
plot). Students had little difficulty identifying a scatterplot
(item 2) even without having completed college statistics,
posting 98% correct responses on the initial survey (Figure
3). Stem-and-leaf plots (item 3) were also easily identified,
especially by semester’s end (99% correct responses on final
survey). Students struggled more with the distinction be-
tween a bar chart and a histogram (item 1), with 59% ini-
tially choosing “bar chart.” The bar chart question is notable
both for identifying a point of student confusion, and as a
more general caveat for instrument design.

Figure 1. Pre- and postsurvey scores for groups with different
levels of statistics course work preparation. Score increases were
significant for students who completed statistics prior (Previous) to
course enrollment (N � 130; t test, p � 0.005), students enrolled in
statistics concurrently (N � 31; t test, p � 0.005), and students with
no formal statistics (None) training (N � 25; t test, p � 0.005). (A)
Boxplot showing score distribution of pre- and postscores for all
groups. Outliers are indicated by asterisk (*). Median scores are
indicated by E. (B) Mean pre- and postscores for all, with 95%
Bonferroni’s confidence intervals. Mean scores are indicated by F.
Skew � 0.90, Kurtosis � 0.70 for all populations.

Figure 2. (A) Average normalized gains (G; �) by students having
completed introductory statistics (Previous, N � 130), taking intro-
ductory statistics concurrently (Concurrent, N � 31), and having no
formal statistics instruction (None, N � 25). Comparisons via
ANOVA, with Tukey 95% simultaneous confidence intervals indi-
cated. (B) G (F) by male and female students in each statistics
preparation category. The 95% confidence intervals with Bonferro-
ni’s corrections are indicated. Previous statistics: male, N � 63;
female, N � 67. Concurrent statistics: male, N � 17; female, N � 14.
No statistics: male, N � 19; female, N � 6. Skew � 0.90, Kurtosis
� 0.70 for all populations.
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The confusion on this question is understandable, because
histograms are technically a special case of a bar chart, and
they look much alike. However, the distinction between the
two is important, because both categorical data (properly
displayed on bar charts) and continuous data (properly
displayed on histograms) are commonly encountered in bi-
ology. Our students are taught that these are two separate
types of graphs (the text used in our introductory statistics
course (Moore and McCabe, 2003) explicitly distinguishes
the two), but on the initial survey, only 36% chose histogram
as the correct answer when bar chart was also an answer
choice. However, after using histograms in the introductory
biology course, the number of students choosing “histo-
gram” as the correct answer on item 1 nearly doubled (from
67 to 127). Thus, although the bar graph and histogram
answer choices are both technically correct and the question
needs to be refined, the data have indicated to us that further
instruction, giving biology students a more thorough under-
standing of histograms and bar charts, is beneficial.

Three items of the survey (items 4–6) asked students to
choose a graph appropriate to a given data set (box plot,
histogram, or scatterplot). The items had initial correct re-
sponse rates between 53 and 75%, and they showed an
increase in correct responses between 12 and 26% on the
posttest (Figure 3). These questions indicated that students
showed gains in their ability to choose the correct graphical
tools to appropriately display data.

The last five survey items represented higher (analysis
and evaluation) levels of Bloom’s taxonomy. Three ques-
tions required students to analyze experimental data (items
7–9). Most students (88% on the presurvey) correctly ana-
lyzed quartile data (item 7). Modest gains (31%) were seen in
the ability of students to identify a problem in confusing
causation with correlation (item 9). The largest score in-
crease was observed on survey item 8, where students were
asked to interpret the meaning of the p value statistics (66–
128 correct, a 94% gain).

The lowest overall correct responses on the survey were
observed with two evaluation questions, regarding p value
and determining a causative relationship between variables
(items 10 and 11). The inherent difficulty of this level of
thinking was borne out by correspondingly low correct re-
sponse rates. The question about causative relationships was
answered correctly on both the pre- and postsurveys by
�50% of study participants (item 10). Student confusion
regarding p value is not surprising. There are at least 13
different misconceptions of p value that have been docu-
mented in the literature across mathematics education, sta-
tistics, and psychology disciplines (Lane-Getaz, 2005). Re-
search indicates that 61% of lower-division undergraduates
believe a low p value indicates that the null hypothesis is
true, and more than half believe a large p value means that
data are statistically significant (Lane-Getaz, 2005).

Item 11 also elicited a low initial correct response rate. The
question was problematic, because answer choice E was
ambiguous and could be interpreted as a correct response in
addition to answer choice C; if both answer choices are
counted, 43% of students answered item 11 correctly on the
posttest (35% on pretest). Given that the two choices repre-
sent 40% of the answer choices on this question, this sug-
gests student answers were essentially random on both pre-
and postsurveys. A suggested revision for the question is
shown as “Revised 11” in the Supplemental Material.

Student responses to item 8 better indicate that supple-
mental instruction and practice in statistics is improving
statistics knowledge of biology students. In this item, stu-
dents were asked to judge whether there was a statistically
significant difference between two data sets with a p value of
0.06, and they were also asked to justify their answer in a
short statement. Students were scored as providing a correct
answer if the reasoning they provided was based on sound
statistical principles. Thus, a student could argue the two
populations were different (e.g., if an � of 0.10 was as-
sumed), or they could argue the data were not significant
because the p value was above an assumed � of 0.05. On the
presurvey, only 35% of students gave reasonable answers,
whereas that percentage almost doubled to 69% by the post-
survey. For the class as a whole, it seems that the basic
understanding of how a p value is used improved, even if
students could not precisely define the p value itself.

We compared learning gains between students who had
previously taken a specialized statistics section emphasizing
biological examples and students who completed the same
introductory statistics course without biological emphasis.
The G for students in the biology statistics section was more
than double (G � 0.25) that of nonbiology section statistics
students that year (G � 0.10), and also greater than G of
students who completed regular introductory statistics
courses in the following year (Table 3). This finding could
not be shown to have statistical significance (ANOVA, p �
0.584), but it may warrant further study. These preliminary
data are particularly interesting because it suggests that
teaching statistics in a manner that ties the material to a
student’s subject of interest results in better long-term reten-
tion of statistical knowledge, and it may increase students’
ability to use statistical analysis within their own discipline.

Figure 3. Percentage of students answering correctly on statistics
pre- and postsurvey items. Item number (1–11) is shown in italics at
the base of each bar. N � 186 for each item.
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To determine whether the difference in G was due to an
inherent difference in average ability between the students
in the two groups, we compared the mean GPA for the two
groups. There was no statistically significant difference be-
tween the mean GPA of the biology statistics group and the
regular statistics group (t test, p � 0.557).

Students who were surveyed in spring 2006 were sur-
veyed again 1 yr later, in a required sophomore-level
biology course (spring 2007). Students who completed
both pre- and postsurveys in 2006, and the survey again in
2007 (N � 30), showed a slightly higher G after three
semesters (G � 0.19, SD � 0.40), than after one semester
(G � 0.16, SD � 0.50). These values were not statistically
distinguishable (t test, p � 0.839), suggesting retention or
slight improvement in their level of statistics knowledge
with progression through the curriculum.

DISCUSSION

When our department faculty first began to reform the in-
troductory biology curriculum using an inquiry-based learn-
ing model, we noted that students had difficulty with quan-
titative analysis and exhibited anxiety regarding statistical
data analysis. Statistics anxiety, well documented in the
classroom (e.g., Onwuegbuzie et al., 1997), seems to stem
from a more generalized math phobia, fear of failure, and
the student’s perception that statistics is disconnected from
his or her real-world experience (Pan and Tang, 2005). We
recognized that to integrate statistics into the biology curric-
ulum, we would need to help our students overcome their
own statistics anxiety.

Starting in 2006, we modified our introductory biology
course to provide students with supplementary instruction
in statistics, followed by the opportunity for students to
practice statistical analysis of their own data generated in
inquiry-based labs (Figure 4). Work in both statistics (e.g.,
Magel, 1996; Moore, 1997; Delucchi, 2006) and physics edu-
cation research (e.g., Hake, 1998) suggests that students’
analytical skills in a course improve most when students
have the opportunity to practice problem solving during the
semester. When statistics is emphasized in a biological or
medical course context (e.g., Bahn, 1970; Peterson, 2000),
student skills also seem to improve, although little work has
been done on quantifying statistics learning within a biology
curriculum. We therefore designed an 11-item statistics sur-
vey to quantify the effects of the statistics interventions in
the biology course.

The normalized gain measure (G) has been used in high
school and college physics courses to measure the effective-
ness of a course in promoting conceptual understanding.
Hake (1998) reported a G of 0.23 for traditional physics
(mechanics) courses using a standardized test of mechanics
reasoning, the Force Concept Inventory (FCI). Higher G
values (0.48–0.60) on the FCI for courses that emphasized
problem-solving skills also have been reported previously
(Coletta and Phillips, 2005). Because we were examining the
learning of statistics within a biology course, we had expec-
tations of fairly modest gains in increasing the conceptual
understanding of statistics. Although a standard, published
inventory was not used in this study, a G value of 0.25,
similar to G values obtained using published instruments,
suggests that the survey instrument was appropriate to the
material being tested.

The survey was designed so that students who had com-
pleted elementary statistics should have been able to answer
a high percentage of the questions correctly without study-
ing. Overall, students scored well enough on the pretest
(58% average) to allow improvement, but not so low as to
indicate that the survey was unreasonably difficult. All stu-
dent groups (those who had completed statistics, those tak-
ing statistics concurrently, and students with no formal sta-
tistics course work) showed gains in statistics knowledge by
the end of the semester.

It has been reported that girls and young women trail
behind their male peers in mathematics achievement test
performance starting at about high school (Kiefer and Seka-
quaptewa, 2007). Other evidence suggests that female stu-
dents learn less than their male peers in college science
courses and underperform on science tests (e.g., Hake, 1998;
McCullough, 2004). We were therefore interested in deter-

Figure 4. Students work in teams to design experiments and to
collect and analyze data.

Table 3. Gains for students taking regular and biology-
themed introductory statistics

Statistics preparation n Ga G SD

Statistics (2005) 44 0.10 0.55
Statistics (2006) 53 0.16 0.54
Biology-themed statistics (2005) 16 0.25 0.40

a Differences were not statistically significant (ANOVA with
Tukey’s correction for multiple pairwise comparisons, p � 0.584;
population skew � �0.86, Kurtosis � 0.44).
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mining whether there were gender differences in initial per-
formance and in learning gains between male and female
students on the statistics survey.

No statistically significant differences were found in the
performance of male and female students on the survey
(Figure 2). Given that female performance is often found to
be lagging behind that of male students in science disci-
plines, it is important that no statistically significant differ-
ences in learning, as determined by this survey instrument,
were detected. It may be that learning differences disappear
as women gain parity in numbers in the classroom. The rate
of female participation in both the study and the introduc-
tory biology courses (�53%) was similar to rates seen na-
tionally. In 2001, 57% of biological science bachelor degree
recipients were women, although the percentage of women
in biology drops off in graduate school and into higher
levels of academia (Sible et al., 2006).

We did observe that women consistently showed slightly
lower G than men in all categories, even when both their
average course grade and GPA were higher. Recent work
indicates that although girls outperform boys in classroom
mathematics work, they have until very recently trailed
behind boys on standardized achievement tests, perhaps
due to “stereotype threat”—the conscious or subconscious
influence of negative stereotypes in our culture regarding
girls’ mathematics competence (Steele et al., 2002; Kenney-
Benson et al., 2006). It may be that stereotype threat some-
what affected women’s own assessment of competence dur-
ing what was perceived as a “surprise math quiz” and
caused them, as a group, to slightly underperform compared
with the male students.

We made a preliminary observation that a statistics course
emphasizing biological examples seemed to contribute to
gains in understanding of statistics in a subsequent biology
course (Table 3). With funding from a Howard Hughes
Medical Institute education grant, we were able to offer, in
fall 2005, one section of introductory statistics that heavily
emphasized biological examples. The G of the student group
that had previously been exposed to statistics in a biological
context via this section was 2.5 times greater than the G of
students who took an identical course in a section that used
few, if any, biology examples.

Interestingly, survey prescores for both groups were sim-
ilar. It may be that although all students initially have dif-
ficulty when presented with statistics in a biology course, it
is the students who have had previous exposure to the use
of statistics in biology who retain more of this knowledge
upon second exposure. Berger et al. (1999) suggest that ma-
terial that has been learned, and subsequently forgotten, can
be reactivated with a minimal corrective intervention. Ma-
terial so retrieved can then remain accessible to the student
for years in the future. In our case, it seems that using
statistics in introductory biology may act as a corrective
intervention, where the memories that have been lost (in this
case, of the use of statistics in biology) are quickly recovered
when a student re-encounters the material in the biology
classroom. Because gains on the survey were stronger for
students completing statistics with a biology emphasis than
for students completing general statistics, it may be that
teaching statistics in a more integrated manner in the first
place is helpful.

It must be noted that our sample size for this analysis was
very small, and this phenomenon requires further investi-
gation. Unfortunately, we were unable to institutionalize a
biology-themed statistics course at MSU, and we have not
been able to confirm this trend. Barriers to institutionaliza-
tion of the course were twofold. One issue is the depart-
ment-based organizational structure of the university. No
agreement could be reached across the mathematics and
biology departments as to which department would pay for
and staff the course in future years. The second barrier was
more philosophical. Statistics is a service course taught by
the mathematical sciences department for majors across
campus, including engineering, physics, business, chemis-
try, and many biological sciences. It was felt that if efforts
were made to make special sections for biology, it would
lead to a demand for special sections for all majors and
would make scheduling and administration of this already
complex course (approximately 40 sections and 1600 stu-
dents per year) unmanageable.

For statistical learning to continue to be useful to students
after the completion of introductory statistics, this knowl-
edge needs to be stabilized to allow long-term access. Re-
testing of our students 1 yr after the completion of introduc-
tory biology indicated that they had retained their statistics
knowledge at levels at or above where they were after the
completion of introductory biology. Research on the nature
of memory indicates that repeated exposure to material is
useful in long-term retention of knowledge (Bjork, 1988;
Bahrick and Hall, 1991a,b). Bahrick and Hall (2005) show
that practice sessions spaced apart are critical for long-term
retention of knowledge. This may be because intervals be-
tween use of the knowledge means that retrieval failures
will occur, which help students identify gaps in knowledge
or understanding that can then be rectified. It is possible that
students initially experienced retrieval failures upon enter-
ing biology (students posted low survey scores at the start of
the biology course), followed by relearning during the se-
mester. Such relearning may have allowed students to retain
their statistics knowledge over longer time frames.

Beyond looking at overall trends on the survey, analysis of
student responses to individual questions has been enlight-
ening. For example, survey results indicated that the concept
of p value is difficult for our students, but also that students
improved their understanding of p value in the biology
course. Alternatively, there was almost no improvement on
item 10 (an evaluative question on the difference between
causation and correlation), indicating that we did not teach
this concept well and need to make curricular changes. The
essentially random responses on item 11 as administered
indicate that the question was poorly crafted and not valu-
able in assessing student learning. This item needs to be
improved on future generations of the instrument, ideally
incorporating the most common misconceptions as foils. The
results from this initial pilot of the survey will also help to
improve the instrument, and a better understanding of the
strengths and weaknesses in student understanding of sta-
tistics will allow us to better tailor course content to the
needs of our students in future semesters.

A final issue of note is the problem in classroom research
of capturing strugglers—students who are not fully engaged
in the course and less likely to complete the study than their
more successful peers. In this study, pre- and postsurvey
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data were obtained for only 70% of students completing the
course, and nonparticipating students had significantly
lower GPAs and course grades than participating students.
Obtaining data on nonparticipating students is a problem
inherent to classroom research; the population is nonran-
dom and classroom circumstances must be considered in the
research design. Possible solutions include attempting to
catch students in subsequent class periods or providing the
opportunity for students to take posttests at their conve-
nience (e.g., online). However, both of these methods will
likely suffer from the same lack of student participation, and
additionally add variables (e.g., time on task or advance
notice) that may confound the data. Embedding the post-
survey in a final exam is most likely to capture all the
students who complete the course. However, even this tactic
may not be appropriate, depending on the scope of the
instrument or the design of the course, and also it will not
capture students who fail to finish the class. Accounting for
the influence of struggling students on the course popula-
tion should be given the fullest consideration in study de-
sign; data from such studies will be richer and better indi-
cate how courses can be improved to serve every student
who walks into the classroom.

CONCLUSIONS

Students in an introductory biology course showed statisti-
cally significant gains in their understanding of statistics
when given the means and opportunity to practice data
gathering and analysis of biological experiments. Learn-
ing gains were measured using a new instrument de-
signed specifically to measure the students’ knowledge of
statistics in the biology classroom. The work provides a
model for strengthening the statistical analysis skills of
biology majors.
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