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ARTICLE

ABSTRACT
One critical step in the challenging process of curricular reform is determining how close-
ly a curriculum aligns with national recommendations. Here, we examine the alignment 
of teaching, assessment, and student experience in undergraduate biology courses with 
the Vision and Change core competency recommendations. We applied the intended–
enacted–experienced curriculum model to obtain a more complete, multiperspective 
view of the curriculum. First, we developed and piloted the BioSkills Curriculum Survey 
with more than 100 biology instructors across five institutions. Using multilevel logistic 
regression modeling of the survey data, we found that instructors were equally likely to 
report teaching all competencies; however, they reported assessing some competencies 
more than others. After adding course characteristics to our model, we found that the 
likelihood of teaching certain competencies depended on course type. Next, we ana-
lyzed class materials and student perceptions of instruction in 10 biology courses in one 
department. Within this smaller sample, we found that instructors messaged a narrower 
range of competency learning outcomes on their syllabi than they reported teaching on 
the survey. Finally, modeling revealed that inclusion of an outcome on assessments, but 
not syllabi, increased the likelihood that students and their instructor agreed whether it 
was taught.

INTRODUCTION
Undergraduate Biology Curricular Reform
Vision and Change in Undergraduate Biology Education was written to be the guiding 
document for pedagogy and curricula in U.S. undergraduate biology (American Associ-
ation for the Advancement of Science [AAAS], 2011). The recommendations resulted 
from several iterative meetings of more than 500 stakeholders. The meetings were moti-
vated by a combination of advances in science education research and the changing 
nature of biology research and associated career paths. The stakeholders, who included 
biologists, biology educators, college administrators, and discipline-based education 
researchers, combined their varied expertise to inform a vision for the future of biology 
education. The curricular recommendations of Vision and Change encourage instructors 
to structure biology courses around five core concepts and six core competencies. In 
other words, courses should de-emphasize facts and content in favor of overarching 
themes and transferable competencies that will prepare students for a variety of careers 
and life as scientifically literate citizens. Considering the vast and growing landscape of 
biological fields and knowledge, a core concept– and competency-based curriculum 
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helps faculty and administrators make difficult decisions about 
what should stay and, importantly, what can be cut from college 
courses. Similar curricular reform efforts are underway in sub-
disciplines of biology, other undergraduate disciplines, and K–12 
science (Michael et al., 2009; Merkel and ASM Task Force on 
Curriculum Guidelines for Undergraduate Microbiology, 2012; 
National Research Council [NRC], 2012; Tansey et  al., 2013; 
Grunspan et al., 2018; Talanquer et al., 2020).

Toward a Deeper Understanding of the Undergraduate 
Biology Curriculum
Using the principles of backward design, curricular develop-
ment should involve the intentional alignment of intended stu-
dent learning goals, assessment, and instruction (Wiggins and 
McTighe, 1998). This requires first establishing learning out-
comes. Program-level learning outcomes are generally defined 
by departmental committees of faculty based on their shared 
vision for what graduating students should know and be able to 
do. Course-level learning outcomes are generally the purview of 
the instructor(s) of that course; however, they should have 
clear links to the program-level outcomes of that department 
(Allen, 2004).

After establishing clear and measurable learning goals, 
many departments embarking on curricular reform next exam-
ine current course offerings. When asked to document “the cur-
riculum,” many may cite course catalogues and established pro-
grammatic and course-level goals. However, course offerings 
and course-related learning goals are subject to constant flux as 
faculty change and courses evolve. Furthermore, the term “cur-
riculum” can be defined at many different levels depending on 
the intent, from the program level, as a set of established learn-
ing goals or national standards, all the way down to what is 
actually being taught and learned in individual courses. Work 
to create effective curricula is intended to benefit students, and 
so it follows that review of any curriculum is not complete with-
out student reports and/or learning data (Erickson and Shultz, 
1992). Thus, curricular development and program evaluation 
experts argue that the curriculum can only truly be understood 
after reconceptualizing it from three (or more) perspectives 
(Gehrke et  al., 1992; Ewell and Jones, 1996; Matthews and 
Mercer-Mapstone, 2018).

In this study, we adapt and employ a three-part curricular 
model to better understand the current state of the core compe-
tency curriculum in undergraduate biology courses (Erickson 
and Shultz, 1992; Porter and Smithson, 2001; Matthews et al., 
2013; Matthews and Mercer-Mapstone, 2018). The first curric-
ulum (called the intended, planned, written, or designed curric-
ulum) establishes the curricular goals, learning outcomes, or 
national standards explaining what students should be able to 
know and do after completing the curriculum. The second cur-
riculum (called the enacted, taught, tested, or delivered curricu-
lum) is how instructors translate the intended curriculum into 
teaching and assessment in actual courses. The third curricu-
lum (called the experienced or learned curriculum) is the curric-
ulum perceived by students in response to instruction. The most 
complete and accurate view of the curriculum requires exam-
ination from all three perspectives, which we refer to here as the 
“intended–enacted–experienced” curriculum model.

Studies comparing the multiple curricula often reveal 
misalignment. A comparison of syllabi and exams in under-

graduate biology courses found that the level of cognitive 
complexity of learning outcomes stated on syllabi was gener-
ally much higher than the level measured by assessments 
(intended vs. enacted curricula; Momsen et  al., 2010). In 
another study, medical students perceived less teaching of cul-
tural competencies relative to instructors, which authors pro-
pose may be explained by their finding that cultural compe-
tency, although included in course instruction, was largely 
absent from assessments (enacted vs. experienced curricula; 
Wachtler and Troein, 2003). A multidepartment survey of sci-
ence, technology, engineering, and mathematics (STEM) fac-
ulty and students found that, while students’ and instructors’ 
perceived value of transferable skills aligned on many points, 
students were more likely to rate lower-order skills like memo-
rization of facts and equations as important compared with 
higher-order skills like quantitative reasoning and scientific 
writing (intended vs. experienced curricula; Marbach-Ad 
et al., 2019). Another survey of life sciences instructors and 
students found that students and instructors often did not 
align in their perceptions of whether six transferable skills 
were taught and assessed (enacted vs. experienced curricula; 
Matthews and Mercer-Mapstone, 2018). Relative to instruc-
tors, students reported more frequent instruction and assess-
ment of all six skills, especially writing, teamwork, and ethical 
thinking. Finally, a study comparing biology undergraduate 
student performance and confidence on a quantitative skills 
assessment to instructor-defined goals found that students 
were underperforming relative to instructor expectations 
(intended vs. experienced curricula; Matthews et al., 2016). In 
summary, instructor goals, classroom instruction and assess-
ments, and student perceptions of curricula often do not align. 
In the absence of alignment, several things can happen: 
departments may be unintentionally misrepresenting curricula 
to accreditors, assessment data may be invalid for use to 
understand the effectiveness of instruction, and student moti-
vation may be underleveraged if students do not perceive a 
direct connection between class activities and career-related 
learning goals (Dweck, 1986; Eccles and Wigfield, 2002).

Although a number of resources have been developed to 
help educators implement the Vision and Change curricular rec-
ommendations, little has been done to measure the alignment 
of the core concepts or competencies across the intended, 
enacted, and experienced curricula. Among existing resources 
that are aligned to Vision and Change, the majority focus on the 
core concepts (Smith et al., 2019; Branchaw et al., 2020). For 
the core competencies, the BioSkills Guide is a set of measur-
able program- and course-level learning outcomes developed 
to elaborate the Vision and Change core competencies (Clem-
mons et  al., 2020). Although not intentionally aligned with 
Vision and Change, a large number of valid assessments also 
exist to assess individual scientific competencies at the course 
level (e.g., Timmerman et  al., 2011; Gormally et  al., 2012; 
Brownell et al., 2014; Dasgupta et al., 2014; Stanhope et al., 
2017; Angra and Gardner, 2018; Hicks et al., 2020; Reynders 
et al., 2020; Tripp and Shortlidge, 2020). Finally, the Partner-
ship for Undergraduate Life Sciences Education (PULSE) net-
work developed a set of rubrics for departments to self-assess 
their progress toward fulfilling the pedagogical and curricular 
goals of Vision and Change, including teaching of the core com-
petencies (Brancaccio-Taras et al., 2016).
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In addition to using these resources, biology departments 
interested in adopting the Vision and Change curricular recom-
mendations may want to map the core concepts and competen-
cies onto their courses. “Curriculum mapping” refers to the pro-
cess of comparing and aligning course offerings (enacted 
curriculum) to departmental learning outcomes (intended 
curriculum; Allen, 2004). Traditionally, curriculum mapping 
involves bringing faculty together in a room to individually 
report which program-level learning outcomes are addressed in 
each of their courses, often with an indication of depth of cov-
erage (e.g., beginning, intermediate, mastery). The in-person 
data-collection portion of curriculum mapping can be logisti-
cally challenging for large departments, and there are few 
resources to guide departments through this process.

Study Overview
In this study, we used the intended–enacted–experienced cur-
riculum model as a framework to characterize how the core 
competency recommendations of Vision and Change are inte-
grated into a sample of college biology courses. The Vision and 
Change core competencies are Process of Science, Quantitative 
Reasoning, Modeling, Interdisciplinary Nature of Science, Com-
munication & Collaboration, and Science & Society. Specifically, 
we examined areas of alignment and misalignment among:

•	 the intended curriculum: programmatic- and course-level 
goals for core competencies;

•	 the enacted curriculum: core competencies being taught and 
assessed, from the instructor perspective; and

•	 the experienced curriculum: core competencies being 
taught, from the student perspective.

We framed our analyses using three research questions 
(Figure 1A).

RQ1: Which Vision and Change Core Competencies Are 
Reported Taught and Assessed across Biology Depart-
ments?  We first compared the intended and enacted curricula 
for the core competencies at the program level. This is very 
similar to the comparison that is traditionally made during cur-
riculum mapping. To simplify and standardize the process of 
curriculum mapping, we developed a Web survey, which we call 
the “BioSkills Curriculum Survey.” The survey asked biology 
instructors about their teaching and assessment (enacted cur-
riculum) of the 20 program-level core competency learning out-
comes (two to six per competency) from the BioSkills Guide 
(intended curriculum). To address RQ1, we then analyzed 
results from a pilot survey of instructors in biology departments 
at five different institutions.

We used program-level learning outcomes from the BioSkills 
Guide as a proxy for the intended curriculum in RQ1. Although 
none of the five biology departments in our pilot had explicitly 
integrated the BioSkills learning outcomes into their depart-
mental goals before this study, we felt the BioSkills Guide was 
appropriate evidence of the intended curricula for two reasons. 
First, the departments participated in our study because they 
were interested in tracking their progress toward the Vision and 
Change curricular recommendations, indicating their intent to 
begin the process of updating their programmatic learning out-
comes and course offerings by retroactively examining their 
alignment. Second, the BioSkills Guide was purposefully 
designed to align with Vision and Change and was evaluated for 
evidence of content validity through a survey of more than 400 
college biology educators (Clemmons et al., 2020). In keeping 
with our overarching goal to support data-driven curricular 
transformation, the study design for RQ1 allowed us to com-
pare alignment of the currently enacted curricula to the aspira-
tional intended curriculum, not to existing departmental goals.

FIGURE 1.  The relationship between (A) the research questions and the intended, enacted, and experienced curricula and (B) the research 
questions, the three types of data analyzed, and the five departments. (A) RQ1 examined the curricula at the program level, comparing 
results across all courses to the BioSkills Guide. RQ2 and RQ3 examined the curricula at the course level, analyzing alignment in individual 
courses. (B) The solid, dashed, or dotted lines around the research questions align with the same line types around the data sources. The 
multicolor stacked bar chart shows the distribution of instructor–course combinations across the five biology departments that participat-
ed in the pilot (n = 187 instructor–course combinations, defined as a particular instructor reporting on a particular course). Extended blue 
bar indicates that class materials and student surveys were collected from a subset of courses (n = 10) in department E.
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RQ2: How Do the Core Competency Learning Outcomes 
That Instructors Report Teaching Compare with the Learn-
ing Outcomes They Include on Their Syllabi? 

RQ3: What Predicts Agreement in Student and Instructor 
Perceptions of Teaching of the Core Competencies?  To 
complement our broader survey of instructors’ perceptions of 
teaching and assessment at the program level, we next more 
deeply compared the intended and enacted curricula (RQ2) 
and the enacted and experienced curricula (RQ3) in 10 biology 
courses in a single department included in the pilot study from 
RQ1. No course can or should cover all learning outcomes in 
the BioSkills Guide (Clemmons et al., 2020). Thus, for these 
analyses, we moved from examining coverage and gaps in core 
competency teaching and assessment to examining alignment 
across the three curricula within a given course, using the 
BioSkills Guide to standardize interpretations. In addition to 
using RQ1 survey responses from those 10 instructors (enacted 
curriculum), we analyzed syllabi (intended curriculum) and 
exams (enacted curriculum) and gathered students’ perceptions 
of teaching (experienced curriculum) through a modified ver-
sion of the BioSkills Curriculum Survey.

Considering all three research questions together, we aim to 
demonstrate a process that can support evidence-based reflec-
tion on the intended–enacted–experienced curriculum in order 
to produce actionable and relevant goals for curricular reform.

METHODS
This study involved two phases (see Figure 1B). The first 
included the development and multi-institution administration 
of the BioSkills Curriculum Survey (RQ1). The second included 
a more targeted analysis of the intended–enacted–experienced 
curriculum at a single institution (RQ2 and RQ3). This study 
was approved by the University of Washington, Human Sub-
jects Division as exempt (STUDY00001746).

Development and Multi-Institution Administration of the 
BioSkills Curriculum Survey (RQ1)
Development and Piloting of the BioSkills Curriculum Sur-
vey for Instructors.  The final BioSkills Curriculum Survey 
included three questions for each of the 20 program-level learn-
ing outcomes from the BioSkills Guide:

1.	 How often is [learning outcome] taught in this course? 
Response options were: “not taught,” “one class session,” “a 
few class sessions,” “about half of class sessions,” “most class 
sessions,” or “almost every class session.”

2.	 If the respondents indicated that the learning outcome was 
taught, by selecting any response other than “not taught,” 
they were then asked: Is [learning outcome] assessed in this 
course? Response options were: “yes” or “no.”

3.	 If the respondents indicated that the learning outcome was 
assessed, by selecting “yes,” they were then asked: How is 
[learning outcome] assessed in this course (e.g., free-re-
sponse exam questions, lab reports, homework assign-
ments)? Respondents were provided a small textbox in 
which to respond in an open-ended way.

We split questions for the 20 learning outcomes into six 
blocks by Vision and Change core competency. Blocks were pre-
sented to instructors in a random order. Several additional 

questions about the characteristics of the course being reported 
on preceded questions about teaching and assessment: the 
course number, the biology subdisciplinary focus of the course, 
and the course components (e.g., lecture, lab, other) they 
would be reporting on. After completing all questions for one 
course, instructors were asked to repeat the survey for addi-
tional courses.

We used think-aloud interviews, an initial pilot in one biology 
department (data not shown), and a roundtable discussion at a 
national biology education research conference to improve the 
survey during its development (Supplemental Methods). We 
additionally evaluated the final survey using think-aloud inter-
views and Web probing questions that prompt survey respon-
dents to explain their reasoning for selecting a particular response 
(Supplemental Methods and Supplemental Table 1). These 
methods provided evidence that the survey elicited valid response 
processes based on the intent of the survey (Tourangeau et al., 
2000; American Educational Research Association et al., 2014).

The full questionnaire used for the instructor survey is 
included as Supplemental Material 5.

Instructor Survey Participation and Data Cleaning.  We 
piloted the BioSkills Curriculum Survey with instructors in five 
biology departments at different institutions (two community 
colleges, two regional comprehensive universities, and one R1 
research university). Departments were included on an oppor-
tunity sampling basis, via collaborations with department chairs 
or curricular committee chairs from each department included 
in the pilot (hereafter called “pilot collaborators”) who volun-
teered to participate as part of broader curricular efforts specific 
to each department. One of the pilot collaborators is an author 
(D.A.D.). The survey was distributed via an email from the pilot 
collaborators that invited instructors who taught in the depart-
ments to voluntarily participate and encouraged participation 
by explaining how the survey data would be used to further 
departmental goals. Out of 176 instructors who were invited to 
complete the survey across the five departments, approximately 
112 instructors began the survey (63.6% response rate overall). 
This response rate is much higher than other studies of faculty 
participation that use email recruitment (e.g., Moss-Racusin 
et al., 2012; Barnes et al., 2020). Each instructor reported on 
one or more courses, for a total of 215 instructor–course combi-
nations (we define an “instructor–course combination” as a par-
ticular instructor reporting on a particular course) across 136 
unique courses in the initial data set. After data cleaning, there 
were 187 instructor–course combinations in the final data set, 
representing 127 unique courses and approximately 108 unique 
instructors (Supplemental Methods and Supplemental Table 2). 
The number of instructor–course combinations varied from 14 
to 61 per department. We carried out all survey data cleaning 
and analysis using R v. 4.0.2 (Wickham, 2016; R Core Team, 
2018; Ram and Wickham, 2018; Wilke, 2020).

Instructor Survey Data Recoding and Descriptive Statis-
tics.  For the course characteristic of “level”, we assigned each 
course as upper or lower level by cross-referencing course num-
bers with course catalogues and confirming the course number-
ing system with pilot collaborators. For example, in four of the 
five departments, course numbers of 100–299 indicated low-
er-level courses and >300 indicated upper-level courses.
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tion if they previously indicated that the 
learning outcome was assessed, summa-
ries of assessment mode represent the per-
cent of instructor–course combinations in 
which the indicated assessment mode was 
used out of instructor–course combina-
tions in which the learning outcome was 
assessed. We used the constant compara-
tive method to code responses (Glaser, 
1965). Specifically, both coders reviewed 
a subset of responses to identify different 
categories of assessments and then dis-
cussed until consensus was reached on the 
meaning of each category. We identified 
five codes: exam/quiz, writing/presenta-
tion/project, practice exercise, self- and 
peer evaluation, and lab work (Supple-
mental Table 3). Responses could include 
multiple codes, because respondents often 
listed multiple assessment modes for a 
single learning outcome. After the coders 
came to consensus through iterative dis-
cussions using a training set of 171 

responses, the remaining 1787 responses were divided between 
the two coders, including an overlapping 160 responses that 
were coded by both coders. We calculated Cohen’s kappas for 
this overlapping set, which were 1, 1, 0.92, 0.91, and 0.85 for 
exam/quiz, writing/presentation/project, practice exercise, 
self/peer evaluation, and lab work codes, respectively. We 
deemed these interrater reliabilities to be sufficient to use inde-
pendent coding for the remaining analysis (Cohen, 1960). We 
discussed points of discrepancy in the overlapping set until we 
reached consensus. The final data set included 1958 assessment 
mode responses.

Instructor Survey Modeling.  We fit multilevel logistic regres-
sion models in a Bayesian framework using the rstanarm pack-
age (Lee et al., 2018; Muth et al., 2018). The structure and data 
set of each model are summarized in Table 1. Briefly, RQ1 mod-
els (models 1–5) used one of four outcome variables: whether 
or not a learning outcome was reported taught, reported 
assessed, reported assessed using writing/presentation/project, 
or reported assessed using exams. All models included core 
competency, either as the only fixed effect (models 1 and 3–5) 
or as an interaction with course characteristic of interest (with 
department in model 2a, with course level in model 2b, with 
whether course included a lab component in model 2c, and 
with course subdiscipline in model 2d). For models 2a–d, we 
made pairwise comparisons of each level of the interaction by 
systematically releveling the models to get estimates of the 
main effects of each level of core competency and course char-
acteristic. All RQ1 models included three random effects: learn-
ing outcome, course, and respondent.

Models 1–2d, which all used “reported taught” as the out-
come variable, included the full instructor survey data set of 
187 instructor–course combinations (for a total of 3732 survey 
question responses about teaching frequency). Model 3, which 
used “reported assessed” as the outcome variable, only included 
instances when the learning outcome was reported taught 
(2662 total survey question responses about assessment). This 

For the course characteristic of “subdiscipline”, instructors 
were asked to select the primary focus of the course (see Figure 
2 for categories). Biochemistry was also included as a response 
option at one institution. Write-in responses to this question 
were independently evaluated by two authors (A.W.C., A.J.C.), 
and in some cases reassigned to an existing category. All dis-
agreements were discussed until consensus was reached.

For the course characteristic of “lab component”, we created 
a binary variable to indicate whether the instructor–course 
combination did (1) or did not (0) include reporting on a lab 
component. An additional option of “field” was provided for 
one department, which was coded as “lab” for our analyses. The 
survey instructed respondents to report on all components of a 
course they were familiar with and then asked them to indicate 
which course components they would be reporting on. Thus, 
not reporting on a lab component could be because: 1) there 
was no lab component associated with that course, or 2) the 
respondent was not sufficiently familiar with the lab compo-
nent of the course and therefore chose not to report on it.

When analyzing teaching, we created a new binary variable 
called “reported taught” by binning responses to the question 
“How frequently is [learning outcome] taught in this course?” 
Responses of “a few,” “about half,” “most,” or “almost every 
class session” were grouped together as “reported taught,” and 
responses of “one class session” or “not taught” were grouped 
together as “reported not taught.” When analyzing whether a 
learning outcome was assessed, note that the respondents were 
only asked “Is [learning outcome] assessed in this course?,” if 
they said it was taught in the previous question. Thus, these 
analyses assume that a learning outcome was not assessed if it 
was not reported taught.

Instructor Survey Assessment Mode Coding.  To analyze how 
different core competency learning outcomes are assessed, two 
authors (A.W.C., D.A.D.) qualitatively coded responses to the 
open-ended question “How is [learning outcome] assessed in 
this course?” Because respondents were only asked this ques-

FIGURE 2.  The instructor survey data set included courses with a range of foci and 
characteristics (RQ1). Percentages are rounded (n = 187 instructor–course combinations). 
“Other” subdiscipline responses included integrative biology (4.8%), process of science 
(3.7%), biochemistry (3.2%), genetics (2.1%), and environmental/conservation/biodiversity 
(1.1%).



21:ar6, 6	  CBE—Life Sciences Education  •  21:ar6, Spring 2022

A. W. Clemmons et al.

is because respondents were only asked if they assessed a learn-
ing outcome if they had said they taught it. Models 4 and 5, 
which used “reported assessed with a particular assessment 
mode” as the outcome variable, only included instances when 
the learning outcome was reported assessed (1860 total survey 
question responses about assessment mode). This is because 
respondents were only asked how they assessed a learning out-
come if they reported assessing it.

See the Supplemental Methods, Supplemental Table 4, and 
Supplemental Figure 2 for additional details of model design, 
parameters, and evaluation of fit.

Targeted Analysis of the Intended–Enacted–Experienced 
Curriculum at a Single Institution (RQ2 and RQ3)
RQ2 and RQ3 both involve the deeper analysis of an opportu-
nity sample of 10 undergraduate biology courses in one of the 
departments from RQ1 (see Figure 1 and Supplemental Table 
2). The pilot collaborator (also an author, D.A.D.) in that 
department recruited instructors to provide class materials 
(used for RQ2 and RQ3) and invite their students to take a 
modified BioSkills Curriculum Survey (used for RQ3). These 
data were then cross-compared with survey responses reported 
in RQ1 from those recruited instructors in order to address RQ2 
and RQ3. Instructors participated voluntarily and were pro-
vided their anonymized and summarized course data in return.

Class Material Coding
We collected the syllabus and all exams for each of the 10 
courses. Two authors (A.W.C., A.J.C.), who had in-depth knowl-
edge of the BioSkills Guide and no previous knowledge regard-
ing these courses, independently coded syllabi and exams for 
the presence or absence of each of the 20 BioSkills program-level 
learning outcomes. We coded class materials in batches of two 
to three courses at a time and then met to discuss any ambigu-
ities or discrepancies in coding until consensus was reached.

Student Survey Development, Participation, and Data 
Cleaning
We investigated the experienced curriculum by adapting the 
BioSkills Curriculum Survey for students, asking about teaching 
of the same 20 BioSkills program-level learning outcomes, but 
removing questions about assessment. During one of two aca-
demic terms, instructors invited all students in their courses to 
participate during the final week of the academic term. Students 
were encouraged to participate through the inclusion of a small 

number of extra-credit points and the explanation that their 
responses could help improve the course and the program as a 
whole. A total of 306 students were enrolled across the 10 
courses, and in total 270 student–course combinations were col-
lected (we define a “student–course combination” as a particu-
lar student reporting on a particular course; Supplemental Table 
5). The overall response rate was 88.2%, ranging from 66.7% to 
100% per course. After data cleaning (as detailed in the Supple-
mental Methods), the final data set included 262 student–course 
combinations (9–59 per course), representing 215 unique stu-
dents (determined using student names). Student names were 
excluded from all analytic data sets except when used to deter-
mine the number of unique students in the final data set.

Full text of the questionnaire used for the student survey is 
included as Supplemental Material 6.

Student Survey Modeling.  See Table 1 for details of the struc-
ture and data sets of each RQ3 model. Modeling for RQ3 was 
carried out as described for RQ1, with the following exceptions: 
RQ3 models (models 6 and 7) used the binary variable “stu-
dent–instructor agreement” as the outcome variable, where 
agreement was interpreted as a student’s and the student’s 
instructor’s responses being within one response level (on the 
six-point teaching frequency scale) of each other for a given 
learning outcome. Both RQ3 models included core competency 
as a predictor variable, either as the only fixed effect (model 6) 
or as a fixed effect along with whether or not the learning out-
come was included on the syllabus, included on the exam, or 
reported assessed (model 7). For model 7, we considered the 
presence of a learning outcome on one or more exams as pres-
ence on exam(s) for that course. Both RQ3 models included 
three random effects: respondent (i.e., student), course (which 
is equivalent to an instructor random effect), and learning out-
come. Both RQ3 models included the full student survey data 
set of 262 student–course combinations, representing 5240 stu-
dent survey question responses, each of which was compared 
with the corresponding instructor’s teaching frequency response 
to determine student–instructor agreement.

RESULTS
RQ1: Which Vision and Change Core Competencies 
Are Reported Taught and Assessed across Biology 
Departments?
We used the BioSkills Curriculum Survey to compare the pro-
gram-level intended curriculum with two facets of the enacted 

TABLE 1.  RQ1 and RQ3 models

RQ Model no.a Dependent variable Predictors

RQ1 1 Reported taught Competency
2a Reported taught Competency × department
2b Reported taught Competency × course level
2c Reported taught Competency × lab component
2d Reported taught Competency × subdiscipline
3 Reported assessed Competency
4 Reported assessed using writing/presentation/project Competency
5 Reported assessed using exam Competency

RQ3 6 Student–instructor agreement within one level Competency

7 Student–instructor agreement within one level Competency, coded on syllabus, coded on exam(s), reported assessed
aAll models contained random effects for respondent, course, and learning outcome.
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curriculum: instructor-reported teaching and instructor-re-
ported assessment. Our RQ1 instructor survey data set included 
responses about teaching and assessment of the 20 BioSkills 
program-level learning outcomes from approximately 108 col-
lege biology instructors, each reporting on one or more courses, 
for a total of 127 unique undergraduate biology courses (Sup-
plemental Table 2). This resulted in 187 instructor–course com-
binations, that is, a particular instructor reporting on a particu-
lar course. Courses represented a breadth of subdisciplinary 
focuses, levels, and structures (i.e., presence/absence of a lab 
component; Figure 2 and Supplemental Figure 1). In the fol-
lowing sections, we refer to the program-level outcomes by 
their shorthand names (e.g., Ethics, Interdisciplinary Problem 
Solving) for brevity; however, instructors (and students, for 
RQ3) were provided full text of the learning outcomes in the 
surveys (see Clemmons et al., 2020; Supplementary Material 1 
for full text).

Which Core Competency Learning Outcomes Are Most and 
Least Frequently Reported Taught in Undergraduate Biology 
Courses across Five Departments?  To test whether instruc-
tors were more likely to say they taught learning outcomes in 
particular core competencies, we fit a model of the likelihood of 
reporting teaching with core competency as a predictor. To 
account for the nonlinear nature of the survey data and facili-
tate model interpretation, we binned teaching frequency 
responses into a binary variable termed “reported taught,” for 
which responses of “one class session” or “not taught” were 
grouped together as “not reported taught” and responses of “a 
few class sessions” or greater were categorized as “reported 
taught” (Figure 3A). We found that there was no difference 
among core competencies in the probability of being reported 
taught (Figure 3B and Supplemental Table 6).

We were unable to model the likelihood of teaching 
with learning outcome as a predictor. However, by using the 

FIGURE 3.  Consistency in reported teaching but not assessment of core competencies (RQ1). (A) Unmodeled instructor survey data. 
Points show the percent of all instructor–course combinations (n = 187) for which the respondent reported teaching (black) or 
assessing (blue) that learning outcome. We considered a learning outcome taught if the instructor reported teaching it in “a few” or 
more class sessions. Lines show mean response across all learning outcomes in that core competency, treating the response scale as 
linear. See Supplemental Material 1 for full text of each learning outcome. (B, C) Model-based estimates of the probability of 
reporting teaching or reporting assessment of a learning outcome in that core competency. (C) The probability of assessment when 
taught, not the overall probability, because respondents were only asked if they assessed a learning outcome if they reported that 
they taught it. Points indicate means of the posterior distribution, and vertical lines indicate Bayesian 95% credible intervals.
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unmodeled survey data to calculate the mean teaching fre-
quency for each learning outcome, we observed some varia-
tion among learning outcomes within competencies that may 
warrant future examination. Notably, one of the Communica-
tion & Collaboration learning outcomes (Collegial Review: 
Provide and respond to constructive feedback in order to 
improve individual and team work) was among the three 
learning outcomes that instructors reported teaching at the 
lowest frequencies, whereas a different Communication & Col-
laboration learning outcome (Collaboration: Work produc-
tively in teams with people who have diverse backgrounds, 
skill sets and perspectives) was among the three learning out-
comes that instructors reported teaching at the highest fre-
quencies (Clemmons et al., 2020; Figure 4).

Our first model examined instructor-reported teaching 
across all courses in our sample. To determine whether different 
core competencies were more or less likely to be reported taught 
in particular types of courses, we fit four new, separate models 
of reported teaching, including the interaction of competency 
with: 1) department, 2) course level, 3) whether or not the 
instructor–course combination included reporting on a lab, and 
4) subdiscipline (Supplemental Table 6 and Supplemental 
Figure 4; see Supplemental Figure 3 for unmodeled results). All 
four models revealed differences among different types of 
courses.

Some departments had a higher likelihood of reporting 
teaching Process of Science, Quantitative Reasoning, and Mod-
eling (Supplemental Table 7). On the other hand, there were no 
differences between departments in the likelihood of reporting 
teaching Interdisciplinary Nature of Science, Communication & 
Collaboration, and Science & Society.

Process of Science and Science & Society were more likely to 
be reported taught in upper-level than lower-level courses 
(Table 2). Process of Science, Quantitative Reasoning, and 
Communication & Collaboration were more likely to be reported 
taught in courses with a lab component than courses without a 
lab component (Table 2). Conversely, Science & Society was 
more likely to be reported taught in courses without a lab com-
ponent than courses with a lab component.

Communication & Collaboration was equally likely to be 
reported taught in courses across all subdisciplines (Supple-
mental Table 8). For all other core competencies, we observed 
differences between two or more subdisciplines. For those cases 
where differences were observed, anatomy, physiology, and/or 
organismal biology courses and general biology courses were 
less likely to report teaching core competencies relative to other 
subdisciplines.

Does Alignment of Reported Teaching and Assessment 
Differ by Core Competency?  We next examined how likely 
instructors were to assess their students on the learning out-
comes they reported teaching. We chose to analyze rates of 
reported assessment among cases in which the learning 
outcome was reported taught, rather than overall rates of 
assessment, in order to better understand whether instructors’ 
focus in the classroom aligned with their assessment plans. We 
modeled reported assessment with core competency as a pre-
dictor (Supplemental Table 6). While core competency was not 
predictive of reported teaching when looking across all courses 
in our sample, we found that competency was, in fact, predic-
tive of whether a learning outcome was reported assessed 
when taught (Figure 3C). Specifically, Process of Science, 

FIGURE 4.  Variation in reported levels of teaching frequency across the 20 program-level BioSkills Guide learning outcomes (RQ1). 
Unmodeled survey data showing the proportion of instructor–course combinations for each learning outcome, wherein each of the six 
frequency response options were used to answer the question “How frequently is [this learning outcome] taught in this course?” (n = 187 
instructor–course combinations). See Supplemental Material 1 for full text of each learning outcome.
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Quantitative Reasoning, Modeling, and Interdisciplinary 
Nature of Science learning outcomes were 17, 19, eight, and 
six times more likely, respectively, to be assessed when taught 
than Science & Society learning outcomes. Process of Science 
and Quantitative Reasoning learning outcomes were both five 
times more likely to be assessed when taught than Communi-
cation & Collaboration learning outcomes.

By calculating descriptive statistics for each learning out-
come, we observed trends very similar to the modeled results 
(Figure 3A). All five learning outcomes with the poorest align-
ment between reported teaching and reported assessment—
Ethics, Societal Influences, Metacognition, Science’s Impact on 
Society, and Collaboration—were in the Communication & Col-
laboration and Science & Society competencies (refer to Sup-
plemental Material 1 for full learning outcome text). These 
learning outcomes were reported assessed in 35–53% of instruc-
tor–course combinations for which they were reported taught. 
All five of the learning outcomes with the strongest alignment 
between reported teaching and reported assessment—Data 
Interpretation & Evaluation, Study Design, Quantitative & Com-
putational Data Analysis, Information Literacy, and Doing 
Research—were in the Process of Science and Quantitative Rea-
soning competencies. These learning outcomes were reported 
assessed in 92–97% of cases in which they were reported taught.

Are Instructors More Likely to Use Particular Assessment 
Modes for Core Competencies with Lower Alignment of 
Reported Teaching and Assessment?  To try to gain insight 
into observed differences in alignment of reported teaching and 
reported assessment by core competency, we qualitatively 
coded instructors’ descriptions of assessment modes used (Sup-
plemental Table 3). Summarizing the frequency of codes 
assigned across all learning outcomes, we found that exams 
and quizzes were the most commonly reported assessment type 
(54.3% of responses). There were also many reports of forma-
tive assessment (i.e., in- and out-of-class practice exercises, 
40.3% of responses) as well as non-exam types of summative 
assessment (i.e., writing, presentations, and projects, 37.6%; 
Figure 5A).

Using modeling (Supplemental Table 6), we found no dif-
ference in which core competencies were likely to be reported 
assessed using writing, presentations, or projects (Figure 5B). 
Process of Science and Communication & Collaboration learn-
ing outcomes were less likely to be reported assessed using 
exams compared with Quantitative Reasoning (Figure 5C). 
Thus, the decreased use of the most common assessment 
mode (exams and quizzes) may in part explain why Commu-
nication & Collaboration is less likely to be reported assessed 
when reported taught relative to some other competencies. 

However, exams were also less likely to be used for Process of 
Science, a competency with strong alignment of reported 
teaching and reported assessment. Furthermore, a similar 
trend was not observed for Science & Society, one of the other 
competencies with low alignment between reported teaching 
and assessment.

RQ2: How Do the Core Competency Learning Outcomes 
That Instructors Report Teaching Compare with the 
Learning Outcomes They Include on Their Syllabi?
We next examined syllabi from a smaller sample of courses in 
just one department from the pilot. Specifically, we qualitatively 
coded syllabi from 10 biology courses for the presence or 
absence of language indicating teaching of the 20 BioSkills 
Guide program-level learning outcomes in that course. We then 
compared the coded syllabi (intended curriculum) with that 
instructor’s survey responses (enacted curriculum). Two of the 
10 courses were two sections of a course-based undergraduate 
research experience course with shared lectures, syllabi, and 
exams (but separate lab sections led by separate instructors), 
and so the total number of syllabi examined was nine.

We found that Communication (eight of nine syllabi), Con-
necting Scientific Knowledge (six of nine), and Study Design 
(six of nine) were the learning outcomes most frequently men-
tioned on syllabi (Figure 6). Some learning outcomes were not 
represented on any of the nine examined syllabi (Scientific 
Thinking, Purpose of Models, Ethics, and Societal Influences) 
or represented on only one syllabus (Model Application and 
Interdisciplinary Problem Solving). Comparing instructor sur-
vey responses with syllabi, we found that learning outcomes 
represented on syllabi were almost always reported taught in a 
few or more class sessions. Among the 61 instances for which 
we coded core competency learning outcomes across the nine 
syllabi, the coded learning outcome was also reported taught in 
54 instances (compare dark and light blue bars in Figure 6). A 
set of particular interest were learning outcomes that were 
reported taught but not represented on syllabi (light yellow bars 
in Figure 6). Looking at this set more closely, we found that 
these learning outcomes were likely to be taught at lower fre-
quencies (i.e., “a few” or “about half of class sessions” rather 
than “most” or “almost all class sessions”) compared with learn-
ing outcomes that were included on the syllabi (Supplemental 
Figure 5). In other words, learning outcomes that instructors 
reported teaching at the highest frequencies also tended to be 
represented on their syllabi.

RQ3: What Predicts Agreement in Student and Instructor 
Perceptions of Teaching of the Core Competencies?  Finally, 
to complete the intended–enacted–experienced model and 

TABLE 2.  Pairwise comparisons of likelihood of reporting teaching in different types of courses

Reference  
level

Comparison  
level

Process of 
science

Quantitative 
reasoning Modeling

Interdisciplinary 
nature of science

Communication 
& collaboration Science & society

Upper level Lower level Upper > lower 
OR: 2.1a

— — — — Upper > lower 
OR: 1.8a

With lab 
component

No lab 
component

Lab > no lab 
OR: 1.8a

Lab > no lab 
OR: 2.1a

— — Lab > no lab OR: 
2a

No lab > lab 
OR: 1.7a

aText indicates direction of difference and “OR” indicates odds ratios (e.g., upper > lower OR: 2.1 indicates that upper-level courses were 2.1 times more likely to report 
teaching that competency than lower-level courses).



21:ar6, 10	  CBE—Life Sciences Education  •  21:ar6, Spring 2022

A. W. Clemmons et al.

determine to what extent students’ and instructors’ views align, 
we administered a modified version of the BioSkills Curriculum 
Survey to students. This student survey data set included 
responses about students’ perception of teaching of the 20 
BioSkills program-level learning outcomes. We did not ask stu-
dents about assessment. The survey was distributed during the 
final week of the academic term in the same subset of courses 
used for the RQ2 analysis. We collected responses from approx-
imately 215 unique students across 10 college biology courses 
(n = 9–60 per course; Supplemental Table 5). This resulted in 
262 student–course combinations, that is, a particular student 
reporting on a particular course. We then compared student 
responses with their instructors’ responses and asked what fac-
tors improved the likelihood that students and instructors had 
shared perceptions of core competency teaching.

Does Agreement of Instructor and Student Perceptions of 
Teaching Vary by Core Competency?  By calculating descrip-
tive statistics of student–instructor agreement for each learning 
outcome, we found that students tended to report more fre-
quent teaching than instructors for all learning outcomes except 
Numeracy (Supplemental Figure 6). We next modeled the like-
lihood of student and instructor agreement (i.e., student and 

instructor responses being within one response level on the six-
level teaching frequency scale) by competency. We found that 
students and instructors were 2.9 and 2.6 times less likely to 
agree on the frequency of teaching of Modeling and Interdisci-
plinary Nature of Science learning outcomes, respectively, than 
Quantitative Reasoning learning outcomes (Figure 7 and Sup-
plemental Table 9).

Does Representation of Core Competency Learning Out-
comes in Syllabi, Exams, or Other Assessments Predict 
Student–Instructor Agreement That the Learning Out-
come Is Taught?  Next, we asked whether the presence of a 
core competency on class materials, including syllabi and 
assessments, would increase the likelihood of student–instruc-
tor agreement. We coded all exams and the syllabus for each 
course for the presence or absence of each of the 20 learning 
outcomes (Figure 6 and Supplemental Figure 7). We also used 
instructor survey responses to the question “was [this learn-
ing outcome] assessed?” to account for the effect of other 
non-exam assessments.

We refit the previous model, including three new fixed effects 
in addition to core competency: presence or absence of the 
learning outcome on the syllabus, presence or absence of the 

FIGURE 5.  Assessment mode varies by competency (RQ1). (A) Unmodeled instructor survey data. The percent of instructor–course 
combinations for which each assessment mode was reported used among instructor–course combinations for which the given learning 
outcome was reported assessed. Percent of instructor–course combinations is not out of total, because respondents were only asked how 
they assessed the learning outcome if they reported assessing it. Qualitative coding of responses could include multiple modes, so 
percentages do not sum to 100%. Connecting solid lines are included to ease tracking of individual assessment modes. Horizontal dashed 
lines show mean across all learning outcomes in that core competency. See Supplemental Material 1 for full text of each learning outcome. 
(B, C) Model-based estimates of the probability of reporting the use of writing, presentations, projects, or similar assessments (B) or exams 
or quizzes (C) when assessing a learning outcome in the given core competency. Points indicate means of the posterior distribution, and 
vertical lines indicate Bayesian 95% credible intervals.
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learning outcome on one or more of the class exams, and 
whether or not the instructor reported that the learning out-
come was assessed. Presence of a learning outcome on an exam 
and instructor-reported assessment of learning outcomes 
increased the likelihood of student–instructor agreement by 1.8 
and 1.7 times, respectively (Figure 8 and Supplemental Table 9, 
model 7). Presence on the syllabus, however, did not predict 
student–instructor agreement.

DISCUSSION
This project was motivated by a desire to understand how and 
to what extent current undergraduate biology courses include 
the Vision and Change core competencies. Acknowledging the 
complex nature of “the curriculum,” we explored core compe-
tency teaching and assessment practices using three lenses: 1) 
learning outcomes recommended at the program level or 
planned at the course level (intended curriculum), 2) learning 
outcomes reported by instructors as being taught and/or 
assessed or coded on course exams (enacted curriculum), and 
3) learning outcomes reported by students as being taught 
(experienced curriculum). Using a newly developed curriculum 
mapping tool to measure the enacted and experienced curric-
ula, we compared the three curricula to identify strengths and 
weaknesses in current core competency teaching and assess-
ment practices across a sample of college biology courses. Here, 
we review areas of alignment and misalignment uncovered by 
these comparisons and call for future work exploring areas of 
misalignment.

RQ1: Comparing the Intended and Enacted Curricula
Reported Teaching Does Not Vary by Core Competency.  By 
looking across all core competency learning outcomes in the 
intended program-level curriculum, as recommended by Vision 
and Change and operationalized in the BioSkills Guide (AAAS, 
2011; Clemmons et al., 2020, p. S5), we found substantial evi-

dence of alignment of the intended and enacted curricula in our 
sample set of biology departments. Aggregated across responses 
from all 108 instructors and 127 courses, core competency was 
not predictive of reported teaching. In other words, instructors 
reported that students gain exposure to one or more learning 
outcomes in all six core competencies, although unmodeled 
results suggest that variation exists in the frequency with which 
different learning outcomes within core competencies are 
taught (Figure 4). For example, while Collaboration was among 
the learning outcomes that were most often reported taught, 
other learning outcomes in the Communication & Collabora-
tion competency (Collegial Review and Metacognition) were 
reported taught less frequently (refer to Supplemental Material 
1 for full learning outcome text). Those interested in the instruc-
tion of particular learning outcomes may want to examine 
these trends more closely in the future.

Adding course characteristics to our models enabled us to 
observe course-dependent differences in reported core compe-
tency teaching; thus, the survey is able to detect differences in 
self-reported competency teaching where they exist. We found 
it noteworthy that lower-level courses and courses with a lab 
component were less likely to report teaching of Science & 
Society learning outcomes than upper-level courses or courses 
without a lab component, respectively. Further work is needed 
to determine whether the observed differences in instructor 
reports are the result of intentional choices to de-emphasize 
this core competency or whether less frequent teaching of Sci-
ence & Society learning outcomes in these courses arose inad-
vertently due to a primary focus on teaching core concepts 
and/or technical skills, leaving less time to practice a wide 
range of core competencies. Science classrooms and science 
culture in general can be alienating to underrepresented stu-
dents and lead to field-switching out of STEM (Seymour and 
Hunter, 2019). Therefore, it is important for departments and 
instructors to consider including Science & Society learning 

FIGURE 6.  Syllabi communicate only a subset of the learning outcomes taught in courses (RQ2). Comparison of whether an instructor 
reported teaching a learning outcome in a few or more class sessions and whether that learning outcome was coded on the syllabus 
(n = 10 courses; however, two courses shared a syllabus, so n syllabi = 9). Dark shading indicates alignment between syllabus coding and 
survey response. Light shading indicates lack of alignment. See Supplemental Material 1 for full text of each learning outcome.



21:ar6, 12	  CBE—Life Sciences Education  •  21:ar6, Spring 2022

A. W. Clemmons et al.

outcomes such as “Identify and describe the broader societal 
impacts of biological research on different stakeholders” and 
“Describe examples of how scientists’ backgrounds and biases 
can influence science and how science is enhanced through 
diversity” (Clemmons et  al., 2020) in introductory-level 
courses as one way to invoke an asset-based approach to 
teaching science that creates a more inclusive environment 
(Estrada et al., 2011, 2016; Johnson, 2019; MacSwan, 2020; 
Bradford et al., 2021). We would argue that, in recognition of 
the systemic social and racial injustice that exists in STEM, 
including existing Science & Society learning outcomes in 
introductory courses is not sufficient, and we instead propose 
updating and expanding the Vision and Change recommenda-
tions to include a call for intentional integration of justice, 
diversity, equity, and inclusion learning outcomes throughout 
the undergraduate biology curriculum.

The Alignment of Reported Teaching and Assessment Var-
ies by Core Competency.  Similar to other reports (Mat-
thews and Mercer-Mapstone, 2018), we found that Commu-
nication & Collaboration and Science & Society learning 
outcomes were less likely to be reported assessed, even 
though they were reported taught. There are several possible 
explanations for why instructors were less likely to report 
assessing Communication & Collaboration and Science & 
Society. First, instructors may be less likely to report using 

assessment modes that are less tangible. When asked “Is [this 
learning outcome] assessed in your course?,” instructors may 
be more likely to think of assessments like exams and lab 
reports than informal feedback following class discussions or 
peer review. Nonetheless, by coding responses to the question 
“How is [this learning outcome] assessed in your course?,” 
we know that at least some instructors did report using for-
mative assessment and qualitative feedback to assess other 
learning outcomes.

Second, these core competencies may require more time- 
and resource-intensive modes of assessment. Especially for 
instructors who do not have support from graders or teaching 
assistants, it may be less feasible to grade and provide feedback 
on free-form assessments like writing assignments. We observed 
that instructors were less likely to report using exams, the most 
commonly reported assessment mode overall, to assess Com-
munication & Collaboration learning outcomes; however, this 
was not true for Science & Society outcomes. Interestingly, we 
found no difference across core competencies in the likelihood 
of reporting assessment using writing, presentations, or proj-
ects. However, the difficulty of evaluating student performance 
may vary by core competency.

Finally, instructors may not assess these core competencies 
as much if they perceive them as lower priority. Indeed, four of 
the six BioSkills program-level learning outcomes (Ethics, Soci-
etal Influences, Metacognition, and Interdisciplinary Problem 
Solving) that had the lowest alignment between reported 
teaching and reported assessment in this study (Figure 3A) 
were also among those rated the lowest in terms of importance 
in a national survey of biology instructors (Clemmons et  al., 
2020). Departments may want to use data such as these to 
revisit shared programmatic goals and refine assessment plans 
accordingly to reflect these goals.

Regardless of the reason for the observed differences, align-
ment between teaching and assessment is a foundation of 
instructional design (Wiggins and McTighe, 1998; NRC, 2000). 
If instructor self-reported data accurately reflect actual class-
room practices, this misalignment may negatively impact stu-
dent learning in these core competencies. Specifically, because 
Communication & Collaboration and Science & Society are 
competencies that prepare students to work effectively as part 
of a team and to be scientifically literate citizens (AAAS, 2011), 
misalignment in these competencies may have wide-ranging 
effects on students’ careers and lives. Future work examining 
the experienced core competency curriculum using evidence of 
student learning could shed light on whether misalignment 
causes poorer learning gains.

For those who are interested in increasing the rate of 
assessment of Communication & Collaboration and Science 
& Society learning outcomes, validated assessments may be 
a good place to start (e.g., Rhodes, 2010; Timmerman et al., 
2011; Gormally et  al., 2012; Reynders et  al., 2020). How-
ever, simple dissemination of assessment tools alone is 
unlikely to be effective in changing assessment practices 
(Henderson et al., 2010). Faculty may find it useful to talk 
with colleagues about assessment modes that have worked 
for them. We believe that one use of the most impactful pos-
sible uses of the BioSkills Curriculum Survey is to spur con-
versations among faculty about their core competency teach-
ing and assessment practices.

FIGURE 7.  Students and instructors are less likely to share 
perceptions of whether Modeling and Interdisciplinary Nature of 
Science were taught (RQ3). Model-based estimates of the 
probability of student–instructor agreement for whether learning 
outcomes in each core competency were taught (n = 262 student–
course combinations, defined as a particular student reporting on a 
particular course). Points show means of the posterior distribution, 
and vertical lines show Bayesian 95% credible intervals.



CBE—Life Sciences Education  •  21:ar6, Spring 2022	 21:ar6, 13

Core Competency Curriculum Mapping

RQ2: Comparing the Intended and Enacted Curricula
No single biology course can or should include all six core com-
petencies, and therefore we were also interested in how individ-
ual instructors reported (enacted) teaching compared with 
their intended teaching. To do this, we used syllabi from 10 
biology courses in one department as a proxy for the course-
level intended curriculum. By comparing learning outcomes 
included in syllabi with those reported taught by instructors, we 
found that the intended and enacted curricula aligned well in 
one direction: The enacted curriculum (learning outcomes 

reported taught) included almost all of the intended curriculum 
(learning outcomes coded on syllabi), but the enacted curricu-
lum also included a number of learning outcomes that were not 
in the intended curriculum, as reflected by syllabi. There were 
only seven cases (4% of 180 comparisons of syllabi to survey 
reports) in which a learning outcome was represented on a syl-
labus and the instructor reported it was not taught. These cases 
likely represent learning outcomes for which the class material 
coders had a more expansive definition of a learning outcome 
than the instructor. Conversely, we observed a large number of 

FIGURE 8.  Exams and other assessments, but not syllabi, help align student and instructor perspectives of what was taught (RQ3). 
(A–C) Unmodeled data in which each point is the comparison of one instructor’s reported teaching frequency with the mean of the 
instructor’s students’ reported frequency for a particular learning outcome. Dashed line shows 1:1, representing perfect agreement 
between instructors and students. Results from 10 courses and 20 learning outcomes are shown (i.e., 200 total points on each chart in 
A–C). Point size is scaled by the number of student–course combinations. Points are color coded by whether or not the learning outcome 
was coded on the course syllabus (A), coded on one or more course exam(s) (B), or reported assessed by the instructor on the instructor 
survey (C). (D) Model-based estimates of the effect of inclusion of a learning outcome on class materials on the log-likelihood of student–
instructor agreement, all else being equal. Points indicate means of the posterior distribution, and vertical lines indicate Bayesian 95% 
credible intervals. Credible intervals for “coded on exam(s)” and “reported assessed” do not cross 0, indicating these predict agreement. 
“Coded on syllabus” does cross 0 (credible intervals span −0.33 to 0.02), indicating no effect.
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cases (45% of 180 comparisons) in which an instructor reported 
a learning outcome as being taught but did not include it on the 
syllabus. These cases may represent learning outcomes that 
come up spontaneously or only briefly. While there is nothing 
inherently wrong with touching on skills and concepts that are 
not a primary focus of the course, the fact that these learning 
outcomes cluster in certain core competencies warrants further 
consideration. Learning outcomes were reported taught but not 
coded on the syllabi in 56% and 52% of comparisons for Sci-
ence & Society and Modeling, respectively, compared with 39% 
and 33% of comparisons in Interdisciplinary Nature of Science 
and Quantitative Reasoning, respectively. Science & Society 
learning outcomes were also less likely to be reported assessed 
(when reported taught) relative to other competencies (Figure 
3C). Taken together, these trends suggest that instructors are 
less likely to intentionally integrate Science & Society learning 
outcomes into enacted curricula. Thus, students may not be 
receiving explicit practice in these areas and/or may not recog-
nize when they are receiving practice with these skills, which 
could lead to less effective learning.

RQ3: Comparing the Enacted and Experienced Curricula
To compare the enacted and experienced curricula, we com-
pared instructors’ reported teaching frequency with their stu-
dents’ perceptions of teaching frequency at the end of the aca-
demic term in the same 10 courses examined for RQ2. In 
general, students tended to overreport core competency teach-
ing relative to their instructors. We found that students and 
instructors were more likely to agree on whether Quantitative 
Reasoning learning outcomes were taught relative to Modeling 
or Interdisciplinary Nature of Science learning outcomes. Quan-
titative Reasoning includes learning outcomes related to the use 
of equations and graphs, which may be more discrete and 
recognizable to students than learning outcomes related to con-
ceptual modeling or applying chemical concepts to the activity 
of molecules, for example.

We found that when a learning outcome was included on an 
exam or when the instructor reported that it was assessed (on 
an exam or elsewhere), students and instructors were more 
likely to agree on its teaching frequency. Students may be par-
ticularly attuned to the assessment portion of courses, because 
1) they focus their practice more on content and skills they 
know will be included on assessments, and 2) they are exter-
nally motivated by grades. Inclusion of a learning outcome on 
the syllabus did not increase the probability of student–instruc-
tor agreement, suggesting that students may not refer to class 
syllabi as often as instructors would like. However, we would 
still have expected the core competencies stated on the syllabi 
to indirectly affect students’ perceptions if instructors also tend 
to spend more time on those competencies. In cases in which 
instruction does not align with the syllabus, as discussed earlier, 
the syllabus would not be expected to increase student–instruc-
tor agreement. Future work should explore the role that syllabi 
play in courses and how they or other modes of communication 
might be used to more effectively message the intended curric-
ulum to students.

We were not able to determine the extent to which different 
interpretations of learning outcomes explain areas of student–
instructor agreement; however, the fact that agreement was 
poorest in Modeling suggests that this may be a competency for 

which a common vocabulary is needed. Other work examining 
jargon in biology courses has identified “model” as a term that 
students struggle with (Zukswert et  al., 2019). The BioSkills 
Guide learning outcomes were extensively reviewed and vali-
dated by college biology instructors, but their wording has not 
been as extensively tested for students. When looking at stu-
dent survey probing question responses, we found a small num-
ber of cases in which students indicated that they did not know 
how to interpret a particular learning outcome. Therefore, we 
might have found stronger student–instructor agreement if we 
had used different language in some cases. However, because 
the BioSkills Guide learning outcomes are instructor-defined 
goals for students, it is worthwhile to understand the extent to 
which students are familiar with their instructors’ language for 
describing core competencies.

Other curricular alignment efforts have uncovered interest-
ing relationships among student perceptions, faculty percep-
tions, and class materials. For example, a study comparing 
STEM student and instructor ratings of the importance of five 
transferable skill sets found that students were more likely than 
faculty to value skills of lower cognitive complexity (e.g., 
remembering facts and formulas; Marbach-Ad et  al., 2019). 
Combined with the fact that the Bloom’s levels of learning out-
comes on instructors’ syllabi may be higher than the Bloom’s 
level of assessment questions (Momsen et al., 2010), students 
may not hold the same priorities as instructors. During the val-
idation of the Measurement Instrument for Scientific Teach-
ing-Observable instrument, researchers compared student, 
instructor, and observer reports on whether various scientific 
teaching practices, including course design, pedagogical tech-
niques, and some competencies, were present in a course 
(Durham et  al., 2018). Agreement was highest for scientific 
teaching practices that were present at lower frequencies (in 
that study, experimental design and data analysis). We similarly 
found that student–instructor agreement was greater for Sci-
ence & Society, a competency for which instructors were more 
likely to report teaching at lower frequency levels (e.g., “a few 
class sessions” rather than “most class sessions”). It may be eas-
ier for multiple perspectives to agree on what is absent than on 
the frequency of what is taught. This finding reinforces that the 
BioSkills Curriculum Survey is best for documenting which core 
competency learning outcomes are taught and where, but not 
the exact frequencies with which they happen.

Limitations
In this study we observed the intended, enacted, and experi-
enced curricula using survey responses, class materials, and 
guiding documents describing national undergraduate biology 
curriculum recommendations. However, there are other ways to 
measure each of these curricular perspectives that would pro-
vide different or additional insights.

For the intended curriculum, we used the BioSkills Guide to 
represent national recommendations for program-level cover-
age of core competencies (RQ1) and instructor syllabi to repre-
sent the planned goals for a single course (RQ2 and RQ3). We 
address in the Introduction why we felt that the BioSkills Guide 
was an appropriate proxy for the intended curriculum for RQ1. 
In short, comparing the enacted and experienced curricula with 
national recommendations best addressed one of our overarch-
ing goals for this project: to determine the overall extent of 
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implementation of the Vision and Change core competency rec-
ommendations in current undergraduate biology courses. For 
others who are interested in using the intended–enacted–expe-
rienced model of curriculum to look only at internal curricular 
alignment within a program, it would be better to use depart-
ment-specific, programmatic learning goals.

For the RQ2 and 3 intended curriculum, we chose to use 
syllabi as a standardized way of collecting information about 
the intended curriculum for an individual course (rather than a 
whole program). Because syllabi are routinely used by depart-
ments and colleges to review new course offerings and to judge 
whether a course is appropriate for transfer credit or degree 
requirements, we reasoned that syllabi would reflect the core 
competencies (and core concepts) that the instructor intended 
to emphasize in the class. We found that instructors tended to 
report teaching more learning outcomes on the survey (enacted 
curriculum) than in their syllabi. This could be interpreted to 
mean that, in these cases, the competency teaching was 
unplanned and occurred organically in the classroom. Alterna-
tively, these may represent cases where instructor understand-
ings of the meaning of a learning outcome did not align with 
the coders’ understandings. Additionally, in some cases, the syl-
labus may undersample the instructor’s intended curriculum if 
there are other ways instructors communicate their course 
learning goals to students; for example, with daily learning 
objectives that are not included in the syllabus. This may be 
especially true if instructors only include in their syllabi those 
learning outcomes they plan to grade. Future studies, including 
instructor interviews combined with collection of all course 
materials, will be needed to differentiate between these 
possibilities.

For the enacted curriculum, we used instructor self-reports 
of teaching and assessment in their courses, collected via the 
BioSkills Curriculum Survey. We purposefully designed the sur-
vey to provide biology departments with actionable informa-
tion about trends in core competency learning outcomes teach-
ing and assessment across their programs (i.e., what is taught 
or assessed a lot, what is not taught or assessed very much). 
Surveys of this type have been shown to be an effective means 
of rapidly collecting curricular information in a standardized 
way (Porter, 2002; Desimone, 2009). However, if exact fre-
quency measures or corroborating non–self-reported data are 
desired, we would recommend using a more precise, albeit 
labor-intensive approach, such as performing classroom obser-
vations or obtaining daily instructor logs (Porter, 2002).

For RQ1, our observations of the enacted curriculum 
included instructor self-reports of both teaching and assess-
ment. Instructors were given some guidance on how to inter-
pret “assessment” in the wording of the question: “How was 
[learning outcome] assessed in this course (e.g., free-response 
exam questions, lab reports, homework assignments)?”; how-
ever, they did not see this question unless they had answered 
“yes” to the preceding question “Is [learning outcome] assessed 
in this course?” Thus, we are unable to determine whether 
instructors answered the preceding question “no” because they 
truly did not assess a learning outcome or because they inter-
preted the term “assessment” more narrowly relative to other 
instructors. This means that assessment of some learning out-
comes may be underreported relative to others. We partially 
addressed this limitation in the smaller data set used for RQ2 

and RQ3 by corroborating instructor self-reports with exam 
coding. However, this may still have undersampled the learning 
outcomes assessed, as we did not have access to all of the 
assessments used in each course.

For the experienced curriculum, we used student perceptions 
of what was taught (Erickson and Shultz, 1992), as in other 
studies (Durham et al., 2017; Mercer-Mapstone and Matthews, 
2017; Marbach-Ad et al., 2019). However, students may inter-
pret what was “taught” differently than instructors, especially in 
cases of student-centered teaching wherein students may be 
less likely to classify active-learning approaches (e.g., group 
work, think–pair–share activities) as “teaching” compared with 
a traditional lecture (Wiggins et  al., 2017; Deslauriers et  al., 
2019). We felt that identification of these differences in inter-
pretation was an asset of our approach, revealing opportunities 
for instructors to better message the intended and enacted cur-
ricula to students. However, other researchers may want to 
modify the student version of the BioSkills Curriculum Survey 
to ask more explicitly about their experiences as learners. Fur-
thermore, future work comparing student competency assess-
ment data with what students and instructors report being 
taught would provide an additional important perspective to 
enrich our understanding of experienced core competency 
curricula.

Finally, the analyses presented in this study are from an 
opportunity sample of departments and courses, and thus are 
not generalizable. We encourage future work examining the 
intended–enacted–experienced curriculum in a wider range of 
undergraduate biology courses.

Intended Uses for the BioSkills Curriculum Survey
Curriculum mapping is used to support a variety of practices, 
including standardizing instruction across multiple course sec-
tions, scaffolding instruction across a course series, building 
faculty consensus around programmatic goals, generating a 
programmatic assessment plan, updating degree requirements, 
deciding where to allocate funds for course updates or adding 
new courses, and providing evidence for accreditation (Allen, 
2004; Hale, 2008; Partnership for Undergraduate Life Sciences 
Education, 2018). Similarly, we envision a variety of uses of the 
BioSkills Curriculum Survey. First and foremost, the survey data 
can catalyze biology departmental conversations about priori-
ties and current practices in core competency teaching. Institu-
tional change is only effective when faculty are engaged in the 
change planning and implementation processes (Henderson 
et  al., 2010). Simple top-down dissemination approaches to 
curricular reform are unlikely to work. Participating in the pro-
cess of reporting and analyzing core competency teaching and 
assessment data may raise faculty awareness about—and inter-
est in—core competencies in the biology curriculum. Depart-
ments can use data from the BioSkills Curriculum Survey to 
have concrete conversations about their existing enacted curric-
ula and to generate buy-in for updating their program-level 
intended curricula. Indeed, during survey development, inter-
viewees reported that simultaneously reflecting on both teach-
ing and assessment of the learning outcomes was a valuable 
exercise for clarifying their course-level intended curricula. This 
sentiment was later echoed in feedback from pilot collaborators 
and in end-of-survey comments provided by respondents in the 
five-department pilot.
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We hope that departments will complement their use of the 
BioSkills Curriculum Survey with other curricular analyses, 
including evidence of the experienced curriculum and other 
approaches to understanding the enacted curriculum. The most 
useful supplemental evidence for departments to collect will 
depend on their motivations and goals. More broadly, we hope 
future work will build on our findings by examining areas of 
alignment and misalignment across the intended, enacted, and 
experienced curricula in other settings and using other 
approaches. This will lay the groundwork to begin identifying 
ways to improve alignment across all three curricula, with the 
intention of making core competency instruction more coherent 
and effective for biology undergraduates.
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