
Article

Evaluation of the Redesign of an Undergraduate Cell
Biology Course
Laura April McEwen,* dik Harris,† Richard F. Schmid,‡ Jackie Vogel,§

Tamara Western,§ and Paul Harrison§

*Tomlinson University Science Teaching Project, McGill University, and Faculty of Education, Queens
University, Kingston, Ontario, Canada K7M 5R7; †Tomlinson University Science Teaching Project, McGill
University, and Department of Physics, McGill University, Montreal, Quebec, Canada H3A 2T8; §Department
of Biology, McGill University, Montreal, Quebec, Canada H3A 1B1; and ‡Department of Education, Concordia
University, Montreal, Quebec, Canada H3G 1M8

Submitted September 24, 2007; Revised November 24, 2008; Accepted December 8, 2008
Monitoring Editor: Mary Lee Ledbetter

This article offers a case study of the evaluation of a redesigned and redeveloped laboratory-
based cell biology course. The course was a compulsory element of the biology program, but the
laboratory had become outdated and was inadequately equipped. With the support of a faculty-
based teaching improvement project, the teaching team redesigned the course and re-equipped
the laboratory, using a more learner-centered, constructivist approach. The focus of the article is
on the project-supported evaluation of the redesign rather than the redesign per se. The
evaluation involved aspects well beyond standard course assessments, including the gathering of
self-reported data from the students concerning both the laboratory component and the technical
skills associated with the course. The comparison of pre- and postdata gave valuable information
to the teaching team on course design issues and skill acquisition. It is argued that the evaluation
process was an effective use of the scarce resources of the teaching improvement project.

INTRODUCTION

Improving the quality of the undergraduate learning expe-
rience is a major concern of today’s universities. Because the
most important elements of this experience come from the
academic programs, it is natural that significant effort would
be devoted to improving the teaching and learning of indi-
vidual courses embedded within a cohesive curriculum.
Unfortunately, the process of improving courses is usually
left solely to the instructors, often working in isolation. It is
thus unlikely that curriculum development is guided by the
principles of instructional design, namely, the systematic
analysis of the learning context, the students, and the learn-
ing outcomes, followed by a structured strategy for the
design, production, delivery, and evaluation of instructional
materials (Smith and Ragan, 2005, p. 10). Even when there is
an intention to apply the principles, it is not unusual that
local constraints dictate the omission of parts of the process.
In particular, with course redesign initiatives that originate

with the instructors, it is typical that the window of oppor-
tunity for the redesign is limited to the evaluative phase
(Smith and Ragan, 2005, p. 360).

Therefore, it is difficult to find science courses designed or
redesigned in ways that explicitly respect these principles
(Sundberg et al., 1992; Handelsman et al., 2004). Even when
there is support from a teaching and learning center, re-
sources for course development are usually in short supply,
so that an initial appraisal may serve in lieu of help with
systematic analysis, and a set of guidelines in lieu of help
with the design of materials (McAlpine and Gandell, 2003).
The appraisal and the guidelines typically conform to the
notion of “constructive alignment” Biggs (1996, 1999),
namely, a “marriage between a constructivist understanding
of learning and an aligned design for teaching” (Biggs, 1999,
p. 26). The most concrete representation of constructivism is
embodied within the 14 American Psychological Association
(APA, 1997) learner-centered principles, which emphasize
that active, meaningful learning best occurs when attention
is paid to the social context and the environment of the
learners. Correspondingly, Biggs’ notion of alignment im-
plicates several elements: notably, curriculum objectives de-
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rived from real-world problems, authentic assessment pro-
cedures, and teaching methods that support interaction
between teacher and student (Biggs, 1999, p. 25). Only when
all such elements are mutually coherent and supportive will
there be “desired outcomes learned in a reasonably effective
manner” (Biggs, 1999).

Even when the above-mentioned principles are implicitly
or explicitly attended to, the question remains, Was the
redesign effective? Unfortunately, it is this evaluative phase
of the instructional design process that is the most neglected,
despite its recognized importance (Smith and Ragan, 2005).
A case in point is the concerted effort to introduce new
forms of pedagogy by Entwistle (2005) and colleagues. They
have undertaken an in-depth study of discipline-specific
teaching and learning with a view to increasing instructors’
capacity to make decisions based on data, carefully obtained
and analyzed, that is, “the capacity for evidence-based prac-
tice.” Their study has identified different “ways of thinking
and practicing” in several different disciplines, one of which
is biology (Hounsell and McCune, 2002; McCune and Houn-
sell, 2005), and they demonstrate how the teaching and
learning of a discipline involves much more than the mere
transmission and reception of factual information. Ironi-
cally, there are no published accounts of modifications to
courses that result from the interventions of the Entwistle
research; consequently, there is as yet no account of an
evaluative phase.

Ordinarily, the evaluation of a course consists of the sum-
mative assessment of student learning, yielding grades, and
the evaluation of the instructor(s), satisfying institutional
requirements. Although both of these measures can be in-
formative, they seldom address all aspects of a (re)design
project. Indeed, after implementing a (re)designed course, it
is important to know whether the students have achieved
the goals set for them, and whether their feelings about the
course match their expectations (and those of their instruc-
tors; Smith and Ragan, 2005, p. 345). In a university context,
these pertinent questions are almost never asked (McAlpine
and Gandell, 2003). Equally, data on the role of the course in
the larger curriculum—“ways of thinking and practicing”
(Entwistle, 2005)—are seldom produced (Tovar et al., 1997).
To address these shortcomings, this article offers a case
study of an evaluation of the extent to which key compo-
nents of a redesign were effectively implemented. It de-
scribes both the instruments used to capture additional
types of information, and how the evaluation was carried
out, by using pre- and postdata from two cohorts of students
from successive semesters. An indirect outcome of the study
is an appreciation of the role that external project support
can play in improving the teaching/learning process in an
undergraduate course.

LABORATORY INSTRUCTION

Laboratory courses are an integral part of the undergraduate
curriculum in any science program. Science instructors,
whether they are in high school, college, or university, and
whether they be in physics or cell and molecular biology, all
agree that the laboratory is an essential component of the
learning experience (Hodson, 1988; Sundberg et al., 1992;
Arons, 1993, p. 278). However, there is less consensus about

the objectives of the laboratory—whether they be those of
the instructor or those of the student (Hodson, 1993). This
lack of consensus is documented for American high schools
in a National Academy of Sciences (2005) report and in
several research-based surveys (Tobin, 1990; Hofstein and
Lunetta, 2004; Hodson, 2005) and for European universities
in the Labwork in Science Education Project (Seré, 2002).

Studies have shown that lab instructors’ objectives can be
grouped into three main categories (Seré, 2002): conceptual,
epistemological, and procedural. Within the conceptual cat-
egory, one might include the understanding of scientific
concepts as well as the aspects of problem solving and
critical thinking that relate to science (Hofstein and Lunetta,
2004). The epistemological category, in turn, might include
the acquisition of scientific habits of mind and the appreci-
ation of the nature of science itself (Hofstein and Lunetta,
2004). Finally, and of particular relevance to this article, the
procedural category includes the particular skills of doing
science in a laboratory: measurement, data processing, and
experimental design (Seré, 2002).

Addressing the last category of Seré (2002), there is evi-
dence that there is more emphasis on procedural skills in
universities as opposed to high schools (Welzel et al., 1998;
also see Working Paper 6 of the European Project on
Labwork in Science Education, www.idn.uni-bremen.de/
pubs/Niedderer/1998-LSE-WP6.pdf). Equally, the same au-
thors indicate that in the biological sciences this emphasis
seems more pronounced than in the physical sciences, in
which, typically, the instructors are focusing more on con-
ceptual understanding. Presumably, in the biological sci-
ences, the mastery of laboratory techniques is more essential
for meaningful data collection and analysis. The course
whose evaluation is described in this article is consistent
with this generalization, because one of the teaching team’s
concerns was that the course becomes an effective means for
the learning of essential laboratory techniques in cell biol-
ogy. They were equally concerned that the students under-
stood both the techniques and the results obtained through
their use.

THE CONTEXT

An initiative of the Tomlinson University Science Teaching
Project was to fund faculty members in the Faculty of Sci-
ence for teaching improvement. A condition for this funding
was the inclusion of an evaluation component, which was
intended to 1) document the impact on the quality of student
learning and 2) provide evidence of the effective use of
Tomlinson Project resources. The evaluation was carried out
by members of the Tomlinson Project, who were external to
the teaching team, but who worked in direct and ongoing
collaboration with them.

The project began in spring 2004, when one of us (Vogel)
applied to the Tomlinson Project for funding to redesign a
core laboratory course offered by the Department of Biology.
The course is the required cell biology laboratory for all
biology students as well as for students from several bio-
medical departments, offered in both fall and winter semes-
ters, with an average annual enrollment of approximately
240 students. It is composed of 12 weekly lectures (1 h) and
12 weekly laboratory sessions (6 h). It is team-taught by
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three of us (Vogel, Western, and Harrison), each assuming
responsibility for the portion of the course related to his or
her individual expertise. Broadly, it has 5 wk of cell biology/
biochemistry, 5 wk of molecular biology, and 2 wk of bioin-
formatics, and its primary objective is to provide students
with “hands-on” experience in laboratory methods. Over
time, the course had become increasingly outdated and was
becoming completely disconnected from the methods com-
monly referenced during lectures (which were current).
Worse, the prerequisite courses gave exposure to modern
methods, so that the experience of the cell biology laboratory
was profoundly demotivating.

The primary intention of the redesign was thus to better
align the curriculum both with regard to content and to
pedagogical strategies. Content issues were addressed by
introducing a more logical ordering for the material, by inte-
grating modern molecular and cellular biology methods in the
laboratory exercises and by coupling these with bioinfor-
matics methods currently in use in modern biotechnology
research and laboratories. Simultaneously, attention was
paid to coherence with the prerequisite courses.

To address a constructivist pedagogy, the redesign moved
away from “cookbook” lab procedures. In the weekly lab
session, each student was presented with his or her own
scenario and was required to use a designated technique or
techniques to solve the problem embedded within it. This
more open-ended approach has been shown to result in
greater student understanding and retention of molecular
and cellular biology concepts, an enhanced appreciation of
the laboratory environment, and increased motivation
(Hodson, 1988; Bransford et al., 2000). It was also anticipated
that students would respond positively to the material en-
vironment—new equipment, including laptop computers—
and to the relevance of the laboratory manuals. Such expec-
tations are also consistent with the conclusions of a study by
Breen and Lindsay (2002), where “deriving enjoyment from
learning experiences is shown to be an important compo-
nent of student motivation in several disciplines, including
biology.”

THE SUPPORT

By the time the teaching team (Vogel, Western, and Harrison)
received their funding from the Tomlinson Project (repre-
sented by McEwen and Harris), the first phase of their
redesign was well advanced. They had already carried out a
systematic analysis of the learning context, the learners, and
the learning outcomes, drawing, in particular, upon their
knowledge of the current status of their discipline with
respect to their department’s program. Equally, they had
already established a plan for the production of instructional
materials, namely, laboratory manuals and associated work-
sheets. Once the members of the Tomlinson Project joined
the team, to assist with the evaluative phase, it was agreed
that data collection should not be summative in nature but
should focus on evidence for the effectiveness of the rede-
sign as perceived by the end users—the students. It would
necessarily be informed by all the preceding design steps
carried out by the teaching team.

It was decided to measure effectiveness in terms of two
dimensions, namely, the improvement of the students’ tech-

nical skills (the primary objective of labs) and the psycho-
social factors affecting the learning environment and the
students’ motivation. The first of these dimensions ad-
dresses the procedural category of Seré (2002), and the sec-
ond dimension addresses certain aspects of her epistemo-
logical and conceptual categories.

For the psychosocial dimension, the chosen instrument
was the Science Laboratory Environment Inventory (SLEI)
(Fraser et al., 1995), which was validated in university classes
in Australia and other countries. The authors of this instru-
ment suggest that it can be used to “monitor students’ views
of their laboratory classes, to investigate the impact that
different laboratory environments have on student out-
comes, and to provide a basis for guiding systematic at-
tempts to improve these learning environments” (Fraser et
al., 1995, p. 415). The SLEI measures the psychosocial aspects
of laboratory learning contexts on five subscales: cohesive-
ness (C), open-endedness (O), integration (I), rule clarity (R),
and material environment (M). Definitions of the subscales
are presented in Table 1. Each subscale has seven questions,
each answered on a Likert scale from 1 to 5, with 5 repre-
senting the most positive response. This instrument ad-
dresses several aspects associated with the APA principles.
Additionally, the integration subscale directly addresses
constructive alignment in the sense of Biggs (1996, 1999).

For the technical skills, the curriculum skills matrix of
Caldwell et al. (2004) was used: It was specifically designed
for developing and assessing undergraduate biochemistry
and molecular biology laboratory curricula. Students were
asked to document their level of familiarity with the course’s
20 laboratory techniques identified by the teaching team as
core to the curriculum skills matrix. The first column of
Table 2 lists these techniques, whereas the second column
indicates where in the course they were introduced. The
third column identifies certain skills that had been encoun-
tered previously by the students, and with which, according
to laboratory staff, they might be expected to be more or less
familiar.

Table 1. Definitions of SLEI subscales

Subscalea Definition

C Extent to which students know, help, and are
friendly toward each other

O Extent to which the laboratory activities
emphasize an open-ended divergent
approach to experiment

I Extent to which the laboratory activities are
integrated with nonlaboratory and theory
classes

R Extent to which behavior in the laboratory is
guided by formal rules

M Extent to which the laboratory equipment and
materials are adequate

a C, cohesiveness; O, open-endedness; I, integration; R, rule clarity,
and M, material environment
Adapted from Fraser et al. (1995)
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DATA COLLECTION AND ANALYSIS

In principle, important information could have been ob-
tained from comparisons with so-called control groups.
However, in the present situation, it would have been ethi-
cally undesirable to maintain two cohorts of students regis-
tered in similar degree programs at the same point in time
with one group following an openly recognized outdated
curriculum (a practice that the department would likely not
have accepted). And, for past cohorts, there were no data
with which a comparison could be made.

Thus, a pretest/posttest (repeated measures) design was
implemented for the evaluation. In the first week of classes,
students were asked to document their expectations about
aspects of the laboratory environment and their familiarity
with the 20 targeted technical skills. Then, they reported on
their actual laboratory experiences and their enhanced fa-
miliarity with the technical skills at the end of the semester.
The same protocol was implemented for both fall 2004 and
winter 2005 cohorts. Consent forms and complete data were
collected on 76 students in the fall 2004 semester and on 93

students in winter 2005, representing approximately 60 and
70% participation rates, respectively.

SLEI Results
For the psychosocial, laboratory environment aspects, indi-
vidual subscale scores were calculated for each student by
summing their responses for the seven questions in each of
the five subscales of the SLEI, giving a maximum possible
score of 35. Pre- and posttest global mean scores were then
calculated for the two cohorts: These scores are presented in
Figure 1 as four bars for each subscale.

The results, for all except the open-endedness subscale,
reveal that students’ expectations were initially very high:
global mean scores on the pretest ranged from 28.7 to 33.3 in
fall 2004 and from 29.7 to 33.2 in winter 2005. The posttest
scores ranged from 25.8 to 30.3 in fall 2004 and from 25.5 to
28.5 in winter 2005. Parametric statistical analyses (t tests)
revealed significant decreases, flagging a potential source of
concern—that the redesign had produced only qualified
success.

However, there are two unrelated reasons permitting a
more positive interpretation. First, there is previous, related
research that has found similar statistically significant de-
creases in situations where the classroom environment has
been measured both before and after improvements have
been implemented (Fraser, 1998), suggesting that such de-
creases are to be expected and should not necessarily be
causes for concern. For example, in the particular study of a
science classroom reported by Fraser and Fisher (1986), us-
ing not the SLEI but the more generic Classroom Environ-
ment Survey, the students’ actual environment scored sig-
nificantly (p � 0.05) lower than their preferred environment,
namely, their expectations, on three of the six subscales.
Second, there is a statistical argument based on the obser-
vation that the distributions of scores for the different sub-
scales are highly and negatively skewed, corresponding to
mean scores that are very high. In such a situation, the usual
interpretation of parametric analyses, designed for normal
distributions, is questionable (Coladarci et al., 2008).

The students’ uncharacteristically high expectations may
be attributed to their anticipation of the features of a new
course, with a completely new, computerized lab. In this
context, mean posttest scores that dropped less than half a
point on the 5-point scale still place outcomes as highly

Table 2. Technical skills matrix

Technique Exposure Status at entry

1. Centrifugation All wet labs Previously
encountered

2. Pipetting (traditional
and micropipettor)

All wet labs Previously
encountered

3. Purification of DNA
(genomic and plasmid)

Labs 1 and 4

4. Agarose gel
electrophoresis

Labs 2–5 Previously
encountered but
prepared for them

5. Polymerase chain
reaction (PCR)

Labs 2 and 5

6. DNA cloning
(restriction digests,
ligation, and
transformation)

Labs 3 and 4

7. Growing bacteria Lab 3 and 4 Previously
encountered/could
have done it

8. Reverse transcription-
PCR

Lab 5

9. Analysis of promoter–
GUS fusions

Lab 5

10. Light microscopy Lab 6 Previously
encountered and
used

11. Protein purification Lab 7
12. SDS-page Labs 11–14
13. 2D-page Lab 9
14. Immunoblot Lab 10
15. Protein and gene

sequence comparisons
Labs 11 and 12

16. BLAST Labs 11 and 12
17. ExPASy tool use Labs 11 and 12
18. Motif searches Labs 11 and 12
19. Structure prediction Labs 11 and 12
20. Function prediction Labs 11 and 12

Selected and adapted from Caldwell et al. (2004)

Figure 1. Pre- and post-SLEI subscale scores, indexed as in Table 1,
with four bars for each subscale. From left to right, the bars repre-
sent the pre- and posttests for the fall 2004 cohort and pre- and
posttests for the winter 2005 cohort, respectively. Pretest results are
shown in blue, and posttest results are shown in red. Centered on
the top of each bar are vertical lines, whose length represents 1 SD.
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positive. The integration subscale scores were particularly
gratifying, with posttest means hovering at 4 of 5 in an area
traditionally problematic in laboratory courses, namely, the
disconnect between lectures and laboratories. That the ma-
terial environment subscale dropped the most, both in fall
2004 and winter 2005, is also consistent with this interpre-
tation, because pedagogically sound technology applica-
tions seldom match the expectations of “digital natives”
(Prensky, 2001).

Results from the open-endedness subscale differed from
the rest. Although the other four subscales yield highly
skewed, positive attitudes initially, students had much
lower expectations for open-endedness in both semesters,
with pretest scores of 19.6 and 22.9 in fall 2004 and winter
2005, respectively, and even lower scores, 16.5 and 16.9,
respectively, on the posttests. These low scores are entirely
consistent with the original data of Fraser et al. (1995), ob-
tained from posttests administered to both high school and
university students. This study discussed “an international
pattern in which science laboratory classes . . . are domi-
nated by closed-ended activities.” Such prior experiences of
the cell biology students presumably explain their pretest
scores.

However, even in this context, the even lower posttest
scores reported by both cohorts were disappointing in view
of the attempt to provide more open-ended activities via the
scenario format. A possible explanation comes from exam-
ining the results of a study by Martin-Dunlop and Fraser
(2007). In this case, posttest scores on the open-endedness
subscale exceeded students’ expectations. The emphasis of
this course was not on coverage of material but rather on the
provision of support and personalized guidance for students
in their open-ended activities, achieved by dividing a class
of 250 students into laboratory sections of approximately 25,
each with an experienced instructor. Although future cell
biology courses may approach such a format by appropriate
preparation and deployment of the teaching assistants, the
suspicion is that the open-endedness will always be com-
promised by the competing requirement to “cover” all the
necessary skills—a common dilemma in laboratory classes.

Technical Skills Results
Mean scores were calculated for each of the 20 targeted
technical skills for both cohorts. They are displayed in Fig-
ure 2, as groups of four bars, each group corresponding to a
single technical skill, indexed as in Table 2.

Before elaborating on these results, it should be noted that
in fall 2004, the students were provided four response op-
tions: 1) “heard of technique,” 2) “understand technique,” 3)
“have performed technique,” and 4) “comfortable perform-
ing technique,” and these options were allocated scores of 1,
2, 3, and 4, respectively. However, this set of options did not
anticipate the possibility that some students would claim to
have no knowledge of certain targeted technical skills. Con-
sequently, the cohort in winter 2005 was offered a fifth
alternative, “never heard of technique,” which was allocated
a score of zero. The pretest scores for fall 2004 and winter
2005 are therefore not strictly comparable, although the
posttest scores, when scores of zero are impossible, are
comparable—and, indeed, remarkably similar. The statisti-
cal analyses below, however, compare only pretest with

posttest for fall 2004 and winter 2005 separately: they are not
compromised by the differing scales.

Results show that students in both cohorts began the
course with similar prior knowledge and experience of spe-
cifically targeted technical skills. Although the majority of
students reported being “comfortable performing tech-
niques” 1 and 2 (centrifugation and pipetting), most re-
ported only “an understanding” of techniques 4, 7, and 10
(electrophoresis, growing bacteria, and microscopy), and
most had only “heard of” the remaining 15 techniques.
Indeed, the majority of the fall 2005 cohort reported that
techniques 9, 13, and 17 (promoter–�-glucuronidase [GUS]
fusions, two-dimensional polyacrylamide gel electrophore-
sis [2D-PAGE], and Expert Protein Analysis System [Ex-
PASy]) were “never heard of” and that many other tech-
niques were either “never heard of” or merely “heard of.”
After the course, however, both cohorts reported a signifi-
cant degree of comfort with all techniques, including 9, 13,
and 17, with techniques 1 and 2 approaching very comfort-
able. The data thus indicate that the course produced major
improvements in students’ ability to understand and per-
form current laboratory techniques. Indeed, all 20 correlated
t tests for both cohorts yielded highly significant increases,
even for the techniques associated with significant prior
knowledge (techniques 1, 2, 4, 7 and 10). In all cases, the t
tests yielded p � 0.01, save for technique 10, winter term,
which gave p � 0.015.

DISCUSSION AND CONCLUSIONS

The primary focus of this article has been on the evaluation
of a redesigned course made possible via resources from a
teaching improvement project. Thus, the discussion ad-

Figure 2. Pre- and postscores for technical skills 1–9 (molecular
biology) and 10 (microscopy), indexed as in Table 2, with four bars
corresponding to each skill. Within each group, from left to right,
the bars represent the pre- and posttests for the fall 2004 cohort and
the pre- and posttests for the winter 2005 cohort, respectively.
Pretest results are shown in blue, and posttest results are shown in
red. Centered on the top of each bar is a vertical line whose length
represents 1 SD. Pre- and postscores for technical skills 11–14 (pro-
tein analysis) and 15–20 (bioinformatics), indexed as in Table 2, with
four bars corresponding to each skill. Detailed features of this figure
are as described for technical skills 1–10.
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dresses how the project’s support for the evaluative phase
provided evidence that the redesign achieved its stated
learning goals and provided benefit to the teaching team.

The support for the evaluation described in this article
influenced the implementation of the redesign in two ways.
First, as noted above, and examined by research on reflective
practice (Schön 1995), teaching is often a very private pro-
cess, with instructors working in isolation. The evaluation
prompted a collaborative process between a teaching team
and a group of colleagues from outside the discipline. What
emerged was the need for the articulation of a process that
is usually left unstated. External criteria had to be estab-
lished, and the means to assess them determined as a joint,
cooperative exercise. The second outcome, connected with
the first outcome, was that the learner-centered approach
necessitated the use of validated instruments to give the
teaching team direct feedback on two aspects of their rede-
sign: improvement of the laboratory environment and
greater familiarity with certain technical skills. Although
traditional summative assessment of student achievement at
the end of the course is essential, these instruments provided
additional, more direct information about the validity and
impact of curricular decisions. Although comparisons with
data from control groups or from past cohorts was not
possible, future research, using the same instruments, could
examine constructive alignment within the revised course
design to better understand how evaluation impacts reflec-
tive practice.

In large measure, the principles of instructional design
were observed during the course redesign process. This was
the case even in the initial planning phase, before the in-
volvement of the Tomlinson Project. For example, a devel-
opmental sequence was built into the curriculum design
(proceeding from simple to complex skills), and implemen-
tation seemed to be effective. Explicitly, the design princi-
ples determined the nature of the evaluative phase and the
choice of the SLEI instrument as a context-specific measure
of constructive alignment. Although the results suggested
that the students did not fully appreciate the redesigned
learning environment, their posttest data still represented a
very high level of satisfaction. Furthermore, they did report
significant gains in the mastery of all the measured tech-
niques. If there was a shortcoming, it was that the evaluation
did not adequately examine the nature and extent of the
transfer of conceptual content to the laboratory from the
accompanying lectures. Although the integration index pro-
vided an indirect measure of this phenomenon, it would
have been valuable to probe more deeply the extent of this
form of alignment.

Finally, what was the benefit to the teaching team? First
was evidence that the redesign led to a high degree of
student satisfaction. But more importantly, perhaps, was an
appreciation that support from colleagues outside the disci-
pline could be pertinent and valuable. The identification and
adaptation of the SLEI and the curriculum skills matrix were
central to the evaluative phase, demonstrating that contri-
butions from the educational literature can play a crucial
role. Interventions in course redesign from those who have
and claim no discipline-specific expertise are often viewed
with suspicion, if not with outright rejection. This study
serves as an example of where value is added due to “out-
sider’s perspectives.”

From the viewpoint of the Tomlinson Project, was the
decision to provide support only in the form of an evalua-
tion of the redesign an effective use of resources? After all,
the evaluation only began after the instructional design pro-
cess was already well advanced. This late entry point meant
that it was not possible to compare either student satisfac-
tion or student outcomes with those for the previous version
of the course. Intervention at an earlier stage of the redesign
might conceivably have resulted in the identification of dif-
ferent, possibly more explicit, learning outcomes. Would
these have been more pertinent in terms of the students’
learning experience? It is impossible to say. However, in-
volvement at a later stage is not unusual in projects of this
type (Smith and Ragan, 2005) and, in this instance, it pro-
vided evidence for the positive outcomes of the redesign
that would otherwise not have been available. Such evi-
dence was important because it documented not only the
improvement in student learning but also the effective de-
ployment of resources from the Tomlinson Project. In the
context of limited resources, the choice to focus on evalua-
tion is therefore a clear advantage, because other choices can
lead to the absence of evidence for effectiveness (McAlpine
and Gandell, 2003).
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