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Science, technology, engineering, and mathematics education reform efforts have called for wide-
spread adoption of evidence-based teaching in which faculty members attend to student outcomes 
through assessment practice. Awareness about the importance of assessment has illuminated the 
need to understand what faculty members know and how they engage with assessment knowledge 
and practice. The Faculty Self-Reported Assessment Survey (FRAS) is a new instrument for evaluat-
ing science faculty assessment knowledge and experience. Instrument validation was composed of 
two distinct studies: an empirical evaluation of the psychometric properties of the FRAS and a com-
parative known-groups validation to explore the ability of the FRAS to differentiate levels of faculty 
assessment experience. The FRAS was found to be highly reliable (α = 0.96). The dimensionality 
of the instrument enabled distinction of assessment knowledge into categories of program design, 
instrumentation, and validation. In the known-groups validation, the FRAS distinguished between 
faculty groups with differing levels of assessment experience. Faculty members with formal as-
sessment experience self-reported higher levels of familiarity with assessment terms, higher fre-
quencies of assessment activity, increased confidence in conducting assessment, and more positive 
attitudes toward assessment than faculty members who were novices in assessment. These results 
suggest that the FRAS can reliably and validly differentiate levels of expertise in faculty knowledge 
of assessment. 

Article

Backdrop of Undergraduate STEM Educational 
Reform
The national call for undergraduate science, technology, 
engineering, and mathematics (STEM) education reform fo-
cuses on evidence-based teaching as the standard for facul-
ty practice (President’s Council of Advisors on Science and 
Technology, 2012). Evidence-based teaching implies not only 
that STEM educators draw on the educational literature to 
select and apply instructional practices that will lead to stu-
dent success but also that they attend to student outcomes 
by gathering evidence in their own classrooms about what 
their students are learning. Outcomes assessment has thus 
emerged as a central theme of the national discourse about 
how to improve student learning in STEM fields. Increasing 
awareness and support for assessment development, espe-
cially among STEM faculty members with little prior formal 
training, may be understood as an important driver of un-
dergraduate STEM education reform (Hanauer et  al., 2009; 
Hanauer and Bauerle, 2012).
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INTRODUCTION

I think it’s a real gorilla in the room, in that it’s very 
difficult to try to assess what you’re doing, you need 
very specific goals and objectives and then how do 
you know you’re meeting them?

—Faculty assessment workshop participant
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The standard of “scientific teaching,” approaching the 
practice of teaching in the same way scientists approach 
research, has set the tone for STEM education reform 
(Handelsman et al., 2007). The recent American Association 
for the Advancement of Science (AAAS) Vision and Change 
in Undergraduate Life Science Education report outlines a cur-
ricular framework of core concepts and competencies that 
biology students should learn (AAAS, 2011). Similarly, the 
2009 Association of American Medical Colleges (AAMC)–
Howard Hughes Medical Institute (HHMI) Scientific Founda-
tions for Future Faculty report outlines student competencies 
for premedical education (AAMC, 2009). These frameworks 
for undergraduate life sciences are in close alignment with 
each other and also parallel curricular frameworks devel-
oped for secondary biology education (College Board, 2012; 
National Research Council, 2012). Thus, science education is 
moving away from traditional content-focused approaches 
and being reframed in terms of demonstrable student skills 
and habits of mind.

As faculty members transform STEM curricula to be more 
focused on supporting student development of core compe-
tencies, they must also adapt their approaches toward learn-
ing assessments appropriate to this context. While certain 
practices, such as summative assessment tests typically used 
at the end of a unit or course, are well established as an inte-
gral part of STEM teaching, faculty members may be much 
less familiar with integrated and ongoing formative assess-
ment strategies that provide critical real-time feedback to 
students in support of their learning (Shavelson et al., 2008; 
Yin et al., 2008; Hanauer et al., 2009; Hanauer and Bauerle, 
2012). Formative assessment strategies are powerful tools 
for improving teaching effectiveness and student learning 
outcomes, yet many STEM faculty members have little expe-
rience with these practices and may be reluctant to incorpo-
rate them into their teaching.

As STEM departments consider how best to improve the 
success of their students, it is important to consider faculty 
knowledge and attitudes toward assessment (Bauerle and 
Hanauer, 2013). Deciding how to engage faculty members 
in departmental conversations about assessment or how to 
design programs of support that respond to faculty need is 
complicated by the varied experiences and knowledge that 
STEM faculty members bring to the table. Faculty members 
may be unfamiliar with the literature on learning outcomes 
or may not have a clear understanding of assessment terms 
and strategies. Faculty members who do not feel confident in 
their ability to apply assessment practices may be reluctant 
to try new approaches in the classroom. Because assessment 
is a topic that often comes up in a charged context (e.g., fac-
ulty evaluation or accreditation), the term itself may carry 
a negative connotation for faculty members, obscuring the 
potentially positive impact assessment practices can have on 
teaching practice (Schilling and Schilling, 1998).

Faculty Perceptions of Assessment
Previous work has examined faculty responses to assessment 
using attitudinal or knowledge-based approaches. Schilling 
and Schilling (1998) used a qualitative approach to capture the 
reasons for faculty resistance to assessment. Their report doc-
uments faculty perceptions of assessment as redundant, irrele-
vant, unreliable, intrusive, time-consuming, bureaucratic, and 

an imposition on academic freedom. Wang and Hurley (2012) 
used a quantitative approach to look at attitudes, perceptions, 
and needs of liberal arts college faculty regarding assessment. 
They found that faculty resistance is linked to a perception 
that assessment is not valued as a scholarly activity.

The American Chemical Society (ACS) initiated a large-
scale, self-reporting survey study of department assessment 
efforts, including types of assessment used, motivation to 
use assessment, and faculty roles in departmental assess-
ment initiatives (Emenike et  al., 2013a). They found that, 
beyond the standard practice of administering summative 
exams, time demands on grading are a primary deterrent to 
faculty engagement with additional assessment practices. 
Furthermore, faculty members report their engagement in 
assessment practice is largely extrinsically motivated, that is, 
in response to requirements imposed for accreditation or cer-
tification purposes. A follow-up to the study by Emenike and 
colleagues focused more specifically on individual faculty 
members self-reported degree of familiarity with assessment 
terms (Raker and Holme, 2014). Results reflected that differ-
ent levels of knowledge among participants were related to 
demographic variables such as institution, subdiscipline and 
teaching experience, and individuals’ prior knowledge of 
statistics (Raker and Holme, 2014). In this study, validity of 
self-reporting familiarity of assessment vocabulary was con-
firmed using an internal validity approach.

Context for the Current Study
In our efforts with faculty members engaged in competen-
cy-based curricular development in undergraduate life sci-
ences education, assessment development has emerged as 
a central focus for faculty-development work. In one selec-
tive, multi-institutional curricular design initiative we sup-
ported, faculty members developed novel interdisciplinary 
modules organized around core scientific competencies 
in the Scientific Foundations for Future Faculty report and 
considered how to develop strategies for measuring com-
petency gains. Program participants found that standard 
content-focused assessments were insufficient to measure 
student learning gains specified in their competency-based 
approaches and that end-of-unit summative tests did not 
accommodate real-time assessment students need in sup-
port of their learning. Instead, faculty members needed to  
develop assessments specific to the educational goals of 
their competency-based curricula. To support this work, we 
engaged faculty members in a multiyear assessment-devel-
opment program that served to develop a common under-
standing and vocabulary among participants and provided 
a collective context for them to develop effective assessment 
approaches specific to their curricular projects. Given the 
broad array of faculty experience around assessment, we 
were motivated to find a way to gauge faculty knowledge, 
attitudes, and prior assessment experience.

We describe a novel survey instrument, the Faculty 
Self-Reported Assessment Survey (FRAS), which expands 
on previously described tools in a comprehensive design 
that collects information about faculty knowledge, atti-
tudes, confidence, and practices. Survey design is informed 
by principles of active assessment, a strategy developed for 
understanding student-demonstrated learning in STEM 
contexts, and thus is purposely aligned with faculty goals 
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within a competency-focused curricular context (Hanauer 
et al., 2009). The FRAS was constructed for use in the context 
of a development model in which faculty members build 
their capacity for assessment practice through integration 
with competency-based curriculum development. Thus, it is 
specifically designed as a tool for faculty members engaged 
in developing the skill sets they need to respond to priorities 
and practices recommended in multiple national reports on 
undergraduate STEM education reform. The FRAS is based 
on a “self-reporting of familiarity” approach and includes 
four distinct sections that query assessment knowledge, 
practices, confidence, and attitude. A list of assessment-re-
lated terms is expanded from previous studies and is or-
dered into categories to identify specific assessment areas of 
interest or gaps in knowledge among a survey population. 
Specifically, survey design reflects categories of “assessment 
program design,” “assessment instruments and scoring sys-
tems,” and “processes of validation.” In addition, the FRAS 
queries engagement with assessment based on self-reported 
frequency of conducting different assessment practices and 
self-reported attitudinal responses. It also includes a con-
fidence-level scale to measure the degree to which faculty 
members feel able to conduct different assessment activities. 
The FRAS is intended as an assistive tool for providing use-
ful data about assessment knowledge and experience that 
can identify shared areas of faculty interest and need, in-
form development programs or departmental conversations 
about student learning outcomes, and guide the develop-
ment of shared language and understanding about learn-
ing-assessment practices.

In this paper, we report on our study of the psychometric 
properties of the FRAS instrument, in which we formally ad-
dressed two research questions:

•	 Does the FRAS function in a valid and reliable way?
•	 Does the FRAS distinguish between novice and advanced 

survey populations in a meaningful way?

METHODS

Development and Design of the Faculty 
Assessment Survey
Extending previous research that had looked at faculty 
knowledge of assessment, the FRAS was designed to have 
four sections: knowledge of assessment terms, frequency of 
assessment practice, confidence in conducting assessment 
activities, and positive/negative attitudes toward assess-
ment. Participants self-report their responses according to 
standard five-point Likert scale adapted for each section of 
the instrument. The first of these sections is a self-report of 
vocabulary items. This particular list of vocabulary items 
was based on prior work by the ACS and reported by Eme-
nike et al. (2013b). But the original list was extended to in-
clude a wider range of terms specifically relating to issues of 
formative assessment and assessment as a development pro-
cess. The FRAS organizes assessment knowledge and prac-
tice into four functional categories: program design, instru-
mentation, scoring systems, and processes of validation. The 
underpinning assumption of asking about familiarity with 
assessment vocabulary is that this reflects levels of expo-
sure and ability in terms of assessment. The validity of this 

assumption was partially evaluated by Emenike et al. (2013b) 
by regressing vocabulary item response with an assessment 
expertise analogy task. Results from their study suggested 
a relationship between higher familiarity and demonstrated 
expertise on the analogy task.

The other sections of the survey were motivated by find-
ings from previous research of the importance of faculty 
members’ attitudes about and motivation toward assess-
ment. Thus, the FRAS was designed to query attitude and 
sense of confidence and also included a frequency of practice 
scale to access the degree to which assessment work was be-
ing conducted. Together, the four sections of the survey offer 
a comprehensive view of faculty assessment understanding, 
attitudes, confidence, and frequency of practice, and should 
allow distinction between faculty members with different 
assessment experience. This design facilitates an under-
standing not only of explicit assessment knowledge but also 
psychological responses to assessment, such as confidence 
and attitude, and behavioral data about frequency and types 
of faculty practice. By covering different assessment catego-
ries and providing information on conceptual, psychologi-
cal, and practical aspects, the FRAS is designed to serve as 
a comprehensive platform for evaluating faculty experience 
and goes beyond previous instruments, which looked at fac-
ulty understanding and ability in terms of assessment. The 
Supplemental Material presents a full version of the FRAS.

Study Design
The overall validation design was composed of two distinct 
evaluations. The first involved evaluating the psychometric 
properties of the FRAS. Science education faculty members 
completed a full version of the survey, and this was then sub-
jected to statistical analysis of its psychometric properties. 
The second evaluation consisted of a direct comparison be-
tween two groups of faculty members defined according to 
their level of assessment knowledge and experience. The de-
sign of this study was reviewed and approved by the Institu-
tional Review Board at Indiana University of Pennsylvania 
(IRB log no. 13-257). The study was conducted in full accor-
dance with the guidelines of the approved IRB protocol.

Participants
The participants for the first study were 95 STEM faculty 
members at institutions participating in a large educational  
program funded by a private science organization. The par-
ticipants all teach at the undergraduate level and were from 
90 different institutions. To maintain confidentiality and 
avoid any negative implications, we collected no identifying 
information that might enable researchers or funders to di-
rectly or indirectly identify faculty participants used in this 
study.

The participants for the second study were drawn from 
two different STEM faculty programs supported by a pri-
vate science organization. All participants were experienced 
faculty members with years of STEM teaching experience 
and thus have likely had informal exposure to assessment 
knowledge and practice in their regular educational settings. 
Faculty members in the first group (n = 11) participated in 
a formal 3-yr assessment-development program that in-
cluded educational workshops designed to enhance assess-
ment knowledge and support implementation of assessment 
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the correlation matrix. On this initial stage of the analysis, 
several items were found to have low and negative correla-
tions with other items and were accordingly removed from 
the analysis, and the PCA was repeated without these items. 
The vocabulary items that were removed were “parallel 
form reliability,” “checklist,” “Cronbach’s alpha,” “multi-
ple-choice question,” “cloze,” and “true/false.” All remain-
ing items met the criteria of at least a 0.3 correlation, suggest-
ing that a PCA can be used as a suitable analytical procedure. 
In a reiteration of the PCA, the assumption of sufficient 
sampling size was tested. The Kaiser-Meyer-Olkin (KMO) 
measure of sampling adequacy (MSA) was calculated, and 
the result (KMO = 0.84) was well above the 0.5 benchmark, 
suggesting a sufficient sample size for this analysis. Addi-
tionally, an MSA for each vocabulary item on the scale was 
computed, and results for all included items were from 0.77 
to 0.94, indicating adequate sizes for each of item.

PCA with direct oblimin rotation with Kaiser normal-
ization was conducted to examine the internal structure of 
faculty self-reported knowledge of assessment. For deter-
mining the number of components to include, a trianalytical 
approach was utilized. This included the Kaiser criterion of 
keeping only components with eigenvalues above 1, graph-
ing and visual analysis of the scree plot of eigenvalues, and 
parallel analysis comparison of component eigenvalues with 
Monte Carlo procedures randomly generated eigenvalues. 
The Monte Carlo procedure functions as a null hypothe-
sis and provides threshold levels for eigenvalues that can 
be used above chance at the 0.05 significance level. As can 
be seen in Table 1, comparison of eigenvalues from current 
study data and the Monte Carlo simulation revealed that 
only two components were above the chance level, suggest-
ing a two-component solution. The Kaiser criterion by itself 
allowed the inclusion of four possible components. The scree 
plot suggested a two-component solution. Consideration of 
the percentage of variance revealed that the first component 
accounted for 43.3% of the variance, with the second com-
ponent raising this above the 50% threshold of variance sug-
gested as an acceptable outcome for a PCA. Based on these 
three analyses, it was decided to specify a two-component 
solution for the PCA.

A PCA with direct oblimin with Kaiser normalization ro-
tation and a forced two-component solution was computed. 
Two components were extracted that explained 53.6% of the 
total variance of the observed variables. Table 2 presents the 
component pattern matrix and regression coefficients for 
each variable on each of the components. The first compo-
nent, which accounted for 44.6% of the total variance, was 
constructed only from items related to assessment-pro-
gram design and instruments (assessment program and 

practice in the science classroom. For the purposes of this 
study, this group was defined as having “advanced” assess-
ment knowledge and experience. Faculty members in the 
second group (n = 17) were enrolled in but had not yet begun 
a formal introductory assessment-development workshop. 
This group was defined as having “novice” levels of assess-
ment knowledge and experience. As with the first study, no 
personal identifying data were collected.

Data Analysis for Survey Development
Following accepted validation procedures, analysis involved 
empirically evaluating the reliability, dimensionality, and 
validity of this new tool before its distribution for more ap-
plied usages (Netemeyer et al., 2003; Bachman, 2004). For the 
evaluation of the psychometric properties of the FRAS, the 
following analytical and statistical procedures are reported 
in the next section. Dimensionality of the vocabulary famil-
iarity section of the FRAS was evaluated using a principal 
components analysis (PCA) approach (Cattell, 1978). Dimen-
sionality was further explored using a focused correlational 
approach looking at the relationships among specific sec-
tions of the vocabulary items and frequency of usage and 
confidence scales.

For reliability, Cronbach’s alpha was calculated to estab-
lish the internal consistency of the whole survey and each of 
its subsections. For validity, a known-groups approach uti-
lized two groups of STEM faculty members, one composed 
of STEM faculty members with significant formal assess-
ment knowledge (advanced) and a second made up of STEM 
faculty members with limited formal assessment knowledge 
(novice). If the FRAS has the ability to differentiate levels of 
faculty assessment knowledge, then systematic differences 
between these two groups should emerge.

RESULTS

Dimensionality
The dimensionality of the survey was primarily evaluated us-
ing a PCA approach. The aim of this analysis was to provide 
some understanding of the internal structure of the survey by 
empirically specifying those items that group together based 
on an underpinning intercorrelational relationship. As speci-
fied in the previous section, this tool comprises four different 
sections: self-reported knowledge of assessment vocabulary 
(knowledge section), self-reported frequency of engaging in 
different assessment practices (practice section), self-reported 
confidence in conducting different assessment activities (con-
fidence section), and attitude toward different assessment ac-
tivities (attitude section). The limited number of participants 
(n = 105) and large number of items meant that a full PCA 
could not be conducted on the whole of the survey (Hair et al., 
1979; MacCallum et al., 2001; de Winter et al., 2009). Accord-
ingly, a PCA approach was applied to explore the internal 
structure of the most controversial aspect of the survey, the 
self-reported familiarity with assessment vocabulary items. A 
PCA on this section of the survey offers some understanding 
of the groupings of items and, by inference, the underlying 
structure of knowledge concerning assessment.

As a first stage in the PCA, the assumption of correlational 
interrelationships of at least 0.3 and above were checked in 

Table 1.  Eigenvalues, percentage of variance explained, and Monte 
Carlo simulation eigenvalues

Component Eigenvalue
% Variance 
explained

Monte Carlo  
simulation eigenvalue

1 9.53 43.3 2.06
2 1.91   8.7 1.87
3 1.65   7.5 1.72
4 1.41   6.4 1.61



Measuring Faculty Assessment Knowledge

Vol. 14, Summer 2015� 14:ar17, 5

their familiarity with particular assessment vocabulary 
items is that this should indicate degree of exposure and ex-
pertise in assessment. By correlating ratings of familiarity 
with reported frequency of engaging in different assessment 
activities, it is possible to begin to check this assumption of 
a relationship. Accordingly, in the present validation study, 
in addition to the PCA for the assessment vocabulary items, 
two correlational studies were conducted: 1) Pearson’s r cor-
relation coefficients were calculated for all vocabulary items 
relating to knowledge of an assessment program and the 
rating of frequency of constructing an assessment program; 
and 2) Pearson’s r correlation coefficients were calculated 
for all vocabulary items relating to assessment instruments 
and the rating of the frequency of writing formative assess-
ments. A final correlational study that emerged from the 
findings of the PCA consisted of investigating the relation-
ship between the vocabulary items relating to the process  
of assessment validation and the participant’s overall con-
fidence rating (“Overall, I am confident in my abilities to 
appropriately assess my course and my students”). The 
assumption underpinning this investigation was that if, as 
indicated in the PCA that validation is a separate grouping 
related to higher levels of assessment ability, this should 
also be correlated with overall confidence in conducting as-
sessment.

The results of these correlation studies are presented in 
Table 4. As can be seen for all three analyses of relationship, 
positive, significant, but low correlations were found on 
all items. For the analysis of the relationship between the 
self-reported ratings of familiarity with assessment-pro-
gram vocabulary items and the rating of the frequency 
of constructing an assessment program, the correlation 

instrument). The second component, which accounted 
for 9.0% of the total variance, consisted primarily of items 
from the realm of assessment validation (validation). This 
two-structure solution suggests a basic differentiation in 
knowledge between the design and development aspects of 
assessment practice and that of processes of validation.

To further explore the proposed structure of the faculty 
assessment knowledge based on the PCA, we examined the 
means of each of the design categories of the survey. Table 
3 presents descriptive data for each of the vocabulary items 
by survey design category. The grand means of the survey 
categories reveal that, for this administration of the FRAS, 
faculty members reported having the least knowledge of val-
idation items and the greatest knowledge of assessment-pro-
gram items. While these are only descriptive data on a lim-
ited sample of 95 faculty members, it is supportive of the 
general outcome of the PCA, which suggests a distinction in 
faculty knowledge concerning assessment validation. Over-
all, the outcome of the PCA and consideration of the descrip-
tive data suggest that faculty responses to the FRAS reflect an 
underlying distinction in the grouping of assessment knowl-
edge between assessment design/instruments and assess-
ment validation. This result will need further investigation 
with a larger and more diverse sample of faculty members.

To further augment this exploration of dimensionality, we 
also used a simple correlational approach. While this does 
not mollify the need for a full factor analysis of the survey at 
a later stage, it does offer some initial investigation of aspects 
of item relationship. In particular, as part of the validation 
process, the relationship among specific vocabulary items 
and frequency of engaging in assessment activities needed to 
be investigated. The logic behind asking participants about 

Table 2.  Component pattern matrix and regression coefficients for a two-component solution for the FRAS

Question
Component 1 (program  

and instrument)
Component 2  
(validation)

Assessment category  
by survey design

Scenario questions 0.78 Instruments
Assessment program 0.73 Assessment program
Student learning outcomes 0.72 Assessment program
Formative assessment 0.69 Assessment program
Summative assessment 0.67 Assessment program
Student competencies 0.67 Assessment program
Problem-solving questions 0.63 Instruments
Performance assessment 0.59 Instrument
Assessment validity 0.57 Validation
Assessment reliability 0.54 Validation
Assessment task 0.52 Instrument
Portfolio 0.49 Instruments
Authentic assessment 0.47 Instrument
Rubrics 0.44 Scoring systems
Holistic scales 0.43 Scoring systems
Item difficulty 0.38 Validation
Interrater reliability −0.96 Validation
Intrarater reliability −0.96 Validation
Test–retest reliability −0.88 Validation
Internal consistency −0.71 Validation
Content validity −0.67 Validation
Item discrimination −0.46 Validation
Alternative assessment −0.41 Instrument
Analytic scales −0.32 Scoring systems
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Consistency
Following the outcome of the PCA process, the final version 
of the FRAS was analyzed for its internal consistency. The 
internal consistency of the whole instrument (including the 
vocabulary familiarity, frequency of assessment practice, 
confidence, and attitude scales) was calculated using Cron-
bach’s alpha with the result α = 0.96, which indicates very 
high levels of consistency for the tool. To further interrogate 
internal consistency, we calculated item-total correlations 
for each item. This analysis consists of correlating each item 
with the sum of the items (total score) and allows the iden-
tification of items that might reduce reliability (Guilford, 
1953). In the current analysis, all items were situated be-
tween 0.965 and 0.964, indicating a fluctuation of only 0.001 
in the resultant Cronbach’s alpha. Because the whole in-
strument includes 50 items (and this can artificially inflate 
Cronbach’s alpha), internal consistency was also calculated 
individually for each of the four sections of the FRAS. The 
internal consistency for the vocabulary familiarity sections 
was α = 0.94; for the confidence scales, α = 0.93; and for the 
attitude scales, α = 0.91. For each of these sections, consid-
eration of the item-total correlations did not necessitate any 
changes in the included items. For the frequency of assess-
ment practice scales, one of the items—“I have defined my 
course in terms of student competencies”—reduced the 
overall internal consistency, and it was removed from the 
survey. The resultant measure of internal consistency for 
this section of the instrument was α = 0.91. Accordingly, 

coefficients ranged from 0.35 to 0.41. This weak but signif-
icant relationship between these items suggests there is a 
connection between the familiarity with assessment-pro-
gram vocabulary and the frequency of designing an assess-
ment program. For the analysis of the relationship between 
self-reported familiarity with assessment instrument vocab-
ulary and the frequency of writing formative assessments, 
four items were above the 0.3 correlation benchmark. This 
suggests that familiarity with authentic assessment, per-
formance assessment, assessment tasks, and scenario ques-
tions is related to the frequency of writing formative assess-
ments. Finally, for the analysis of the relationship between 
familiarity of assessment-validation vocabulary items and 
the rating of overall confidence in assessment, four items 
were found to be above the 0.3 correlation benchmark. The 
items assessment reliability, assessment validity, item dif-
ficulty, and item discrimination were positively correlated 
with overall confidence in conducting assessment, suggest-
ing these are related to overall assessment confidence. The 
relationships revealed in these three studies suggest that 
self-reported familiarity with vocabulary is connected to 
relevant self-reported frequency of assessment activity and 
overall confidence in assessment ability. This supports the 
underpinning assumption that reported familiarity with as-
sessment vocabulary translates into professional function-
ing in terms of assessment activity and ability. However, 
future research is required to consider the dimensionality 
of the full survey.

Table 3.  Means, grand means, and SDs for vocabulary item scales by assessment category (n = 95)

Question Meana SD Assessment category

Assessment program 3.39 1.30 Assessment program
Student learning outcomes 4.55 0.59 Assessment program
Formative assessment 3.77 1.37 Assessment program
Summative assessment 3.81 1.33 Assessment program

Grand mean 3.93
Portfolio 4.20 1.06 Instruments
Assessment task 3.28 1.30 Instrument
Performance assessment 3.20 1.32 Instrument
Authentic assessment 2.57 1.44 Instrument
Alternative assessment 2.39 1.38 Instrument
Problem-solving questions 4.58 0.89 Instrument
Scenario questions 4.09 1.12 Instrument

Grand mean 3.47
Rubrics 4.71 0.61 Scoring systems
Analytic scales 3.07 1.25 Scoring systems
Holistic scales 2.36 1.20 Scoring systems

Grand mean 3.59
Assessment validity 3.35 1.27 Validation
Item discrimination 2.69 1.38 Validation
Assessment reliability 3.37 1.28 Validation
Content validity 2.68 1.39 Validation
Item difficulty 3.18 1.42 Validation
Interrater reliability 2.84 1.62 Validation
Intrarater reliability 2.84 1.62 Validation
Test–retest reliability 2.64 1.45 Validation
Internal consistency 3.28 1.39 Validation

Grand mean 2.98

aA five-point Likert scale from 1, “I have never heard this term before,” to 5, “I am completely familiar with this term.”
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the four categories of information (knowledge, practice, 
confidence, and attitude) were analyzed for systematic dif-
ferences between defined novice and advanced groups.

Table 5 summarizes the means, SDs, Mann-Whitney U-test 
values, and significance levels for all items on the self-reported 
faculty knowledge of assessment vocabulary items. As can be 
seen in Table 5, there are significant differences between nov-
ice and advanced faculty groups on self-reported assessment 
vocabulary familiarity ratings. Of the 23 items on the FRAS, 
15, or 65%, were found to be significantly different (p < 0.01), 
with the directions of the means revealing that advanced fac-
ulty members report higher levels of familiarity with these 
terms (except in the case of “analytical scales”). The FRAS 
does have the ability to differentiate levels of formal assess-
ment knowledge and experience.

Consistent with the PCA study of the psychometric 
properties of the FRAS, validation seems to function as 
a specific indicator in differentiating faculty assessment 
knowledge and experience. Differences between advanced 
and novice groups were most pronounced in the category 
of validation of assessment instruments. In this category, 
eight of the nine terms presented were reported as being 
significantly better known to the advanced group than 
to the novice group. This set includes the terms “assess-
ment validity,” “assessment reliability,” “content validity,” 
“item difficulty,” “intrarater reliability,” “test–retest reli-
ability,” and “internal consistency.” This result substanti-
ates PCA and correlational study results and reflects that 
validation of instruments may be a knowledge category 

based on the results of the reliability analysis, the whole 
scale and its subsections are to be considered highly reli-
able. The distributed version of the FRAS can be found in 
the Supplemental Material.

Differentiating between Novice and Advanced 
Faculty Assessment Knowledge and Experience
The final stage of the FRAS validation process consisted of 
empirically evaluating the ability of this tool to differenti-
ate between groups of faculty members with different levels 
of assessment knowledge and experience. The process used 
here consisted of a known-groups validation process and, as 
described earlier, is basically a statistical comparison of the 
two groups. The core assumption here is that if the FRAS 
can demonstrate statistical differences between two known 
groups, then the tool has validity in terms of its ability to 
differentiate levels of knowledge and experience.

As a first stage, the data set was explored using descrip-
tive approaches. Normality of each of the items on the FRAS 
was assessed using the Kolmogorov-Smirnov test with a 
Lilliefors significance correction and the Shapiro-Wilk test 
of normality. For the majority of the items and for all items 
in relation to one or the other group, the significance levels 
of the two tests of normality were below the 0.001 thresh-
old, indicating the data are not normally distributed, and a 
parametric analytical approach is therefore not appropriate 
for this data set. Accordingly, a nonparametric comparative 
Mann-Whitney U-test was calculated. All rating scales across 

Table 4.  Pearson r correlations for assessment program, formative assessment, and validation (n = 105)

Assessment vocabulary item

“I have constructed an 
assessment plan for my 

course”
“I have written formative 

assessments”

“Overall I am confident in my 
abilities to appropriately assess 

my course and my students

Assessment program
Assessment program 0.38***
Student learning outcomes 0.41***
Formative assessment 0.35***
Summative assessment 0.37***

Instruments
Portfolio 0.24***
Assessment task 0.38***
Performance assessment 0.39***
Authentic assessment 0.36***
Alternative assessment 0.28***
Problem solving 0.28***
Scenario questions 0.39***

Validation
Assessment validity 0.36***
Item discrimination 0.31**
Assessment reliability 0.34***
Content validity 0.27**
Item difficulty 0.33***
Interrater reliability 0.29**
Intrarater reliability 0.29**
Test–retest reliability 0.28***
Internal consistency 0.24*

*p < 0.01.
**p < 0.005.
***p < 0.001.
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ferentiate between faculty members with different levels of 
assessment knowledge.

For further evaluation of the ability of the FRAS to differ-
entiate between levels of faculty interaction with assessment, 
Mann-Whitney U-tests were performed and associated sig-
nificance levels were determined for the assessment prac-
tice, confidence, and attitudinal sections of the instrument. 
Figure 1 depicts the comparison between advanced and 
novice group results in assessment practice. Five of seven 
items were significantly different at the p < 0.01 level. The 
direction of the difference is important, with the advanced 
faculty group self-reporting higher incidence of practice 
than the novice group. Figure 2 shows results for compar-
ison between advanced and novice groups in assessment 
confidence. Eleven of 13 items were determined to be sta-
tistically different at the p < 0.01 level, with advanced group 
mean significantly higher than the novice group mean. The 
comparison between advanced and novice group results in 
attitudes toward assessment is displayed in Figure 3. Again, 
the direction of difference is as expected, with advanced 
group reporting more positive attitudes toward assessment. 
Additional statistical data related to Figures 1–3 are available 
in the Supplemental Material. Overall, these results suggest 
that the FRAS differentiates levels of faculty knowledge and 
experience in relation to assessment.

The advanced group reported significantly higher fre-
quencies than the novice group (rating mean greater than 
3.0) for six assessment practices, including “constructing 
an assessment plan,” “defining learning outcomes,” “writ-
ing summative assessments,” and “providing feedback 

that specifically correlates with advanced assessment ex-
perience. This result suggests that conceptual or working 
knowledge of standard practices for validating assessment 
instruments may serve as a significant determinant in de-
fining faculty assessment expertise.

In relation to familiarity with terminology associated with 
assessment instruments, four of the seven terms tested were 
found to be significantly different (p < 0.01). In particular, 
the concepts of “assessment task,” “problem-solving ques-
tions,” “alternative assessment,” and “performance assess-
ment” were rated as more familiar to the advanced group 
than to the novice group. The difference in degree of famil-
iarity was particularly pronounced in relation to the concept 
of “performance task,” with the novice group only assign-
ing a mean of 1.88 (“I have heard this term before but do 
not know what it means”). For the items relating to assess-
ment-program design, three of the four items were found to 
be significantly different (p < 0.01), with the advanced group 
reporting higher familiarity on the terms “assessment pro-
gram,” “student learning outcomes,” and “summative as-
sessment.” The novice group gave only a mean familiarity 
rating of 2.59 (“I have heard this term before but I am not 
confident what it means”) for the term “student learning 
outcomes,” suggesting potential difficulties in defining an 
assessment program. There were no significant differences 
between groups for the scoring system items, except for the 
term “analytical rating scales,” which was scored higher by 
the novice than the advanced group. Overall, the results of 
the comparative analysis of this section of the instrument 
suggest that the FRAS has the ability to systematically dif-

Table 5.  Mann-Whitney U-test comparisons for advanced and novice groups on self-reported degrees of familiarity of assessment knowl-
edge termsa

Question
Mean and SD  

advanced
Mean and  
SD novice

Mann-Whitney 
U-test Significance

Assessment  
category

Assessment program 4.18 (0.75) 3.00 (1.27) 54** 0.003 Assessment program
Student learning outcomes 4.82 (0.4) 2.59 (1.7) 64** 0.006 Assessment program
Formative assessment 4.64 (0.5) 4.53 (0.62) 128 0.49 Assessment program
Summative assessment 4.64 (0.5) 3.59 (1.54) 73** 0.01 Assessment program
Portfolio 4.27 (1.42) 3.71 (1.53) 95.5 0.08 Instruments
Assessment task 3.82 (1.47) 3.12 (1.36) 80* 0.03 Instrument
Performance assessment 3.73 (1.42) 1.88 (1.31) 49** 0.001 Instrument
Authentic assessment 3.55 (1.69) 3.53 (1.58) 133 0.74 Instrument
Alternative assessment 3.27 (1.67) 1.47 (1.17) 59** 0.005 Instrument
Problem-solving questions 4.73 (0.19) 1.18 (0.12) 8.5** 0.001 Instrument
Scenario questions 4.27 (0.38) 4.41 (0.32) 127 0.61 Instrument
Rubrics 4.73 (0.46) 4.18 (1.07) 99 0.09 Scoring systems
Analytic scales 2.36 (1.56) 4.41 (0.87) 63.5** 0.005 Scoring systems
Holistic scales 2.18 (1.76) 2.41 (1.37) 126.5 0.5 Scoring systems
Assessment validity 4.36 (0.67) 1.94 (1.19) 11.5** 0.001 Validation
Item discrimination 4.18 (0.75) 3.24 (1.52) 101.5 0.11 Validation
Assessment reliability 4.18 (1.16) 3.0 (1.22) 63** 0.005 Validation
Content validity 4.18 (1.25) 2.18 (1.51) 50.5** 0.002 Validation
Item difficulty 3.91 (1.3) 2.88 (1.31) 67** 0.009 Validation
Interrater reliability 3.73 (0.54) 2.94 (1.47) 98.5 0.18 Validation
Intrarater reliability 3.64 (1.74) 2.29 (0.38) 76.5* 0.02 Validation
Test–retest reliability 3.36 (1.69) 2.00 (1.5) 72** 0.01 Validation
Internal consistency 3.27 (1.73) 1.88 (1.11) 60.5** 0.009 Validation

*p ≤ 0.05. 
**p ≤ 0.01. 
aFive-point Likert scale from 1, “I have never heard this term before,” to 5, “I am completely familiar with this term.”
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on formative and summative assessments.” Advanced re-
spondents reported very high frequency of engagement in 
the practice of “providing formative feedback to students” 
over novice respondents, suggesting that formal assessment 
development correlates with adoption of novel assessment 
practices.

For scales relating to degrees of confidence in ability to 
perform assessment activities, the advanced group reported 
significantly higher levels (p < 0.01) of confidence for 10 of 
the 13 activities. Importantly, there is a significant 1.63 mean 
difference between advanced and novice groups on the 
overall evaluation of confidence in their ability to “appropri-
ately assess” their courses and their students. These results 
suggest that knowledge and experience correlates with in-
creased faculty confidence.

The final issue that the survey addresses is the attitudi-
nal response of faculty members to various assessment ac-
tivities. The advanced group had higher mean ratings than 
the novice group, signifying a more positive attitude about 
assessment activities on all the items, with significant differ-
ence reflected for three of the five items. There was a sig-
nificant 1.43 mean difference in faculty members’ positive 
attitude toward “providing feedback to students from for-
mative assessments,” with the advanced group reporting 
extremely positive attitudes toward this activity. As with 
the confidence ratings, the data on faculty attitude toward 
different assessment activities suggest that formal exposure 
to assessment knowledge and experience correlates with 
stronger positive attitudes toward assessment and higher 
frequency of adoption of assessment practices.

The advanced group in this study consisted of faculty 
members who participated together in a multiyear assess-
ment-development program, while the novice group had 
no prior collective experience in common. Participants in 
both groups elected to participate in the program and thus 

Figure 1.  The FRAS instrument differentiates levels of faculty as-
sessment experience in practice. Mean faculty responses in response 
to statements about frequency of engagement in assessment prac-
tices from advanced (n = 11) and novice (n = 17) groups were ana-
lyzed by the Mann-Whitney U-test of nonparametric distribution. 
The means and SDs for advanced (blue) and novice (red) groups 
are plotted on the chart. Responses were numerically coded from 1, 
“Never,” to 5, “All the time.” Statements are: 1) “I have construct-
ed an assessment plan for my course,” 2) “I have defined student 
learning outcomes for my course,” 3) “I have written formative as-
sessments,” 4) “I have written summative assessments,” 5) “I have 
provided feedback to students based on formative assessments,” 6) 
“I have provided feedback to students based on summative assess-
ments,” and 7) “I have written a report based on assessment data.” 
Asterisks indicate a significance level of p < 0.01 or less. Advanced 
mean value = 4.35, SD = 0.86; novice mean value = 2.69, SD = 1.60.

Figure 3.  The FRAS instrument differentiates faculty attitudes to-
ward assessment. Mean faculty responses in response to statements 
about assessment attitudes from advanced (n = 11) and novice (n = 
17) groups were analyzed as in Figure 1. The means and SDs for ad-
vanced (blue) and novice (red) groups are plotted on the chart. Re-
sponses were numerically coded from 1, “Extremely negative,” to 5, 
“Extremely positive.” Statements extend “How do you feel about”: 
1) “using assessment in your course,” 2) “reporting to faculty on as-
sessments of your class,” 3) “reporting to administration on assess-
ments of your class,” 4) “providing feedback to your students based 
on formative assessment,” and 5) “providing feedback to students 
based on summative assessment.” Advanced mean value = 4.46, SD 
= 0.73; novice mean value = 3.53, SD = 1.00.

Figure 2.  The FRAS instrument differentiates levels of faculty con-
fidence in assessment competency. Mean faculty responses in re-
sponse to statements about confidence of assessment practices from 
advanced (n = 11) and novice (n = 17) groups were analyzed and 
plotted. Responses were numerically coded from 1, “Strongly dis-
agree,” to 5, “Strongly agree.” Statements extend “I am confident in 
my ability to”: 1) “define the important components of my course,” 
2) “define my course in terms of student learning outcomes,” 3) “de-
fine my course in terms of student competencies,” 4) “design forma-
tive assessments,” 5) “design summative assessments,” 6) “evaluate 
the quality of the assessments I have designed,” 7) “analyze the for-
mative assessments I have designed,” 8) “analyze the summative 
assessments I have designed,” 9) “provide students with the rele-
vant feedback based on the formative assessments I have designed,” 
10) “explain to specific students the outcomes of their summative 
assessment performance,” 11) “report assessment outcomes to ad-
ministrators,” 12) “I am confident that my assessments accurately 
reflect the teaching objectives of my course,” and 13) “Overall I 
am confident in my abilities to appropriately assess my course and 
my students.” Advanced mean value = 4.47, SD = 0.61; novice mean 
value = 2.99, SD = 1.12.
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the known-groups validation study. The sizes of the groups 
and characteristics of the data set forced a nonparametric 
analysis of results and limited generalizability. Once again, 
larger comparison groups drawn with relevantly defined 
high and low assessment knowledge would allow further 
validation of this tool. Finally, the current study only an-
alyzes reliability in terms of internal consistency. Future 
studies of the stability of the tool over administrations 
should be conducted.

The FRAS is a valid tool with high levels of internal con-
sistency and may be easily administered as a way to gauge 
faculty interest and need with respect to assessment de-
velopment. Faculty members with advanced assessment 
knowledge self-reported higher levels of familiarity with 
assessment terms, higher frequencies of assessment activity, 
increased confidence in conducting assessments, and more 
positive attitudes toward assessments than novice faculty 
members. It should be noted that, while the FRAS interro-
gates faculty self-reported awareness and attitudes about as-
sessment and assessment practice, it is not valid as an assess-
ment of the quality of faculty assessment practice. Rather, 
as a tool developed in the context of an assessment-devel-
opment program specifically to monitor faculty progress 
in their self-reported awareness, attitudes, and practices, it 
is likely to be most useful in providing feedback on assess-
ment-development programs geared toward faculty mem-
bers with limited assessment experience.

The FRAS was developed for application with STEM 
faculty members for whom similar professional training 
and experience may specifically inform their experience 
with and attitudes toward learning assessment; application 
of the tool in non-STEM faculty populations has not been 
tested and is an area for future study. The FRAS may be in-
cluded as an additional element of formative departmental 
assessment among other established measures of STEM fac-
ulty practice (e.g., COPUS, BioCore Guide, or PULSE de-
partmental rubrics; Smith et al., 2013; Brownell et al., 2014; 
PULSE Community, 2014). It is intended as a valid and reli-
able instrument for informing departmental conversations, 
identifying areas of interest for assessment learning, or 
monitoring the outcome of faculty assessment-development 
programs. The FRAS can be used to establish baseline infor-
mation and to monitor advances in knowledge, attitudes, 
and practice as faculty members advance their assessment 
experience.

As departments respond to national calls to improve un-
dergraduate STEM education, there is increasing awareness 
of the need to ground science teaching practice in the schol-
arship of how students learn. Scientific teaching implies 
that instructors establish an active educational context that 
supports student engagement and provides mechanisms 
for regular feedback on students’ progress. Thus, effective 
teaching requires that faculty members adopt assessment 
methods that allow instructors to capture the complexities of 
student thinking and action that are inherent to science prac-
tice. Developing faculty capacity for learning assessment is 
a key lever for improving undergraduate STEM education. 
The FRAS offers one avenue for measuring development in 
self-reported assessment familiarity and confidence and, as 
such, may have a formative role in directing future program, 
curricular, and institutional innovations in the direction of 
evidence-based science teaching.

represent a self-selected group in terms of general interest in 
and motivation toward assessment. While both groups may 
likely have been more motivated toward assessment devel-
opment and thus willing to engage actively in the study, 
FRAS results reflect a wide range of experience with assess-
ment among the novice group, which is likely to be generally 
reflective of the diversity of STEM faculty experience. Specif-
ically, in addition to increased group means in all sections of 
the FRAS, decreased SDs for all statistically significant items 
were observed in the advanced group results compared with 
the novice group. Thus, the advanced group displayed a 
convergence of self-reported scoring, suggesting that partic-
ipating in a formal assessment-development program cor-
relates with emergence of a common vocabulary and shared 
understanding of assessment practices.

Overall, the survey data from the comparative known-
groups study suggest that the FRAS is a useful and valid tool 
for differentiating levels of STEM faculty assessment knowl-
edge and self-reported experience. Significant differences 
were found on all sections of the survey and in the direction 
expected. The advanced group had significantly higher lev-
els of content knowledge (as measured by familiarity with 
assessment terminology), were involved in assessment ac-
tivities more frequently, had higher levels of confidence con-
cerning their ability to conduct assessment activities, and 
had more positive attitudes about assessment.

CONCLUSIONS

The primary aim of this study was to develop and eval-
uate a novel survey instrument for providing useful data 
about STEM faculty assessment knowledge and experience. 
The FRAS offers a comprehensive tool for self-reported 
information, enabling correlation across aspects of faculty 
knowledge, attitudes, confidence, and practice. The FRAS 
was validated using standard approaches and displays 
strong consistency and reliability, supporting its utility as 
a novel instrument for differentiating levels of faculty as-
sessment knowledge and experience. The dimensionality 
of familiarity with the assessment terms section of the 
survey was analyzed, and the outcome suggests a differ-
ence in knowledge in assessment-program design, instru-
mentation, and assessment validation. The organization of 
elements into categories enables identification of specific 
gaps in knowledge that might inform departmental conver-
sations or areas of focus in faculty-development program-
ming. For instance, lower levels of self-reported familiari-
ty for instrument validation items suggests this topic may 
represent a more advanced assessment knowledge level. In 
a known-groups validation study, 34 of the 51 individual 
items on the FRAS were found to be significantly different, 
with means in the expected direction of higher outcomes 
for the advanced group.

This study presents a preliminary examination of the 
psychometric properties of the FRAS as it has been adapted 
for use in specified contexts. While we report initial tests 
of dimensionality, full factorial analysis of the instrument 
with a larger subject group would enable exploration of in-
ternal relationships and underpinning constructs within the 
instrument itself. A second limitation of the study relates to 
the small numbers and specification of the participants in 
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