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Current instructional reforms in undergraduate science, technology, engineering, and mathemat-
ics (STEM) courses have focused on enhancing adoption of evidence-based instructional practices 
among STEM faculty members. These practices have been empirically demonstrated to enhance 
student learning and attitudes. However, research indicates that instructors often adapt rather 
than adopt practices, unknowingly compromising their effectiveness. Thus, there is a need to raise 
awareness of the research-based implementation of these practices, develop fidelity of implementa-
tion protocols to understand adaptations being made, and ultimately characterize the true impact 
of reform efforts based on these practices. Peer instruction (PI) is an example of an evidence-based 
instructional practice that consists of asking students conceptual questions during class time and 
collecting their answers via clickers or response cards. Extensive research has been conducted by 
physics and biology education researchers to evaluate the effectiveness of this practice and to better 
understand the intricacies of its implementation. PI has also been investigated in other disciplines, 
such as chemistry and computer science. This article reviews and summarizes these various bodies 
of research and provides instructors and researchers with a research-based model for the effec-
tive implementation of PI. Limitations of current studies and recommendations for future empirical 
inquiries are also provided.

Essay

toward science (NRC, 2011, 2012). Peer instruction (PI), 
which was first introduced by Eric Mazur in 1991 (Mazur, 
1997), is an example of a research-based pedagogy. In PI, 
traditional lecture is intermixed with conceptual questions 
targeting student misconceptions. Following a mini-lecture, 
students are asked to answer a conceptual question indi-
vidually and vote using either a flash card or a personal 
response system commonly called a “clicker.” If a majority 
of students respond incorrectly, the instructor then asks stu-
dents to convince their neighbors that they have the right 
answer. Following peer discussion, students are asked to 
vote again. Finally, the instructor explains the correct and 
incorrect answers (Mazur, 1997; Crouch and Mazur, 2001). It 
is important to note that, although PI is commonly associat-
ed with clickers and there have been helpful reviews on best 
practices for clicker use (Caldwell, 2007; MacArthur et al., 
2011), this article is focused on PI, a specific, evidence-based 
pedagogy that can be effectively implemented with or with-
out clickers.

PI has been primarily disseminated and adopted by phys-
ics instructors (Henderson et al., 2012) but has also been 
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INTRODUCTION AND BACKGROUND

Discipline-based education researchers have responded to 
calls (President’s Council of Advisors on Science and Tech-
nology [PCAST], 2010, 2012) for instructional reforms at the 
postsecondary level by developing and testing new instruc-
tional pedagogies grounded in research on the science of 
learning (Handelsman et al., 2004; National Research Coun-
cil [NRC], 2011, 2012). These research-based pedagogies 
significantly increase both student learning and attitudes 
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widely adopted by faculty members in the biological sci-
ences and other science, technology, engineering, and math 
(STEM) fields (Borrego et al., 2011). However, a recent study 
indicates that instructors adapt the PI model when imple-
menting it in their classrooms, often eliminating either the 
individual voting or peer discussion steps, which are critical 
to the effectiveness of the pedagogy (Turpen and Finkelstein, 
2009). Modification of evidence-based instructional practices 
has been associated with reduced learning gains in other 
studies (Andrews et al., 2011; Henderson et al., 2012; Chase 
et al., 2013). While sometimes necessary, modifications are 
often made without fully realizing how they will impact 
effectiveness. The lack of knowledge of adequate ways to 
adapt a practice is due to two major reasons: 1) for most ev-
idence-based instructional practices, few empirical studies 
have been conducted to identify the critical elements of the 
practice that make them effective; 2) for the few practices for 
which this type of research exists, the studies have been re-
ported in various fields and journals, making it difficult for 
instructors and researchers alike to have a comprehensive, 
research-based description of the most effective implementa-
tion. PI falls into the latter group. There have been numerous 
studies exploring various aspects of the PI model, but these 
studies have been disseminated in a variety of ways. This ar-
ticle is intended to provide a comprehensive review of these 
studies. In particular, we summarize studies demonstrating 
the effectiveness of PI, describing the stakeholders’ views on 
PI, and identifying the critical aspects of PI implementation. 
We foresee that this article will be used by researchers to de-
sign instruments that measure fidelity of implementation of 
PI, professionals involved in professional development to 
provide them with resources for their sessions, and instruc-
tors from multiple STEM disciplines interested in imple-
menting this practice.

METHOD

The search of articles for this literature review was con-
strained by the following parameters: 1) studies had to be 
conducted at the college level and in STEM courses; 2) stud-
ies had to report results that could only be attributed to the 
implementation of PI; 3) studies in which PI was implement-
ed as part of a set of several evidence-based instructional 
practices and that only provided results for the set of prac-
tices were not included; and 4) implementation of PI had 
to follow the steps described by Mazur (1997), which have 
been associated with measurable learning gains (see Impact 
of PI on Students). Each step is discussed in more detail in the 
Evidence-Based Implementation of PI section. PI was used in 
combination with the following keywords in the ERIC, Web 
of Science, and Google Scholars databases: learning gains, 
retention, flash cards, clickers, personal response system, 
problem solving, concept inventory, concept test, voting, 
histogram, and peer discussion. The studies that met the cri-
teria for this literature review are included in Supplemental 
Table 1.

IMPACT OF PI ON STUDENTS

Studies have measured the impact of PI on learning gains, 
problem-solving skills, and student retention.

Are There Measurable Learning Gains with the Use 
of PI?
The impact of PI on student learning has been most com-
monly measured in physics through the calculation of nor-
malized learning gains. Normalized learning gains were first 
introduced by Hake (1998) in a widely cited study demon-
strating the positive impact of active-learning instruction 
in comparison with traditional lecture. Normalized learn-
ing gains are calculated when a conceptual test, typically a 
concept inventory (Richardson, 2005), is implemented both 
at the beginning and end of a semester/unit/chapter. The 
actual gain in a student’s score is divided by the maximal 
possible gain, ((posttest – pretest)/(100 – pretest) × 100), 
which allows a valid comparison of gains between students 
with different pretest scores. In a longitudinal study, Crouch 
and Mazur (2001) explored the impact of PI compared with 
traditional lecture on student learning in algebra- and calcu-
lus-based introductory physics courses at Harvard Univer-
sity. At the beginning and end of a semester, they adminis-
tered a conceptual test, the Force Concept Inventory (FCI; 
Hestenes et al., 1992), to measure changes in normalized 
learning gains as they implemented either the PI pedagogy 
alone or a combination of PI and just-in-time teaching (No-
vak, 1999; Simkins and Maler, 2009) pedagogies. During the 
10 yr of data collection, Crouch and Mazur (2001) observed 
normalized learning gains that were regularly twice as large 
as those observed with traditional lecture, even when imple-
menting PI alone.

To further validate the positive impact of PI on student 
learning, these authors collected survey data from other 
current and past implementers of PI who had administered 
the FCI (Fagen et al., 2002). The survey was posted on the 
Project Galileo website and directly emailed to more than 
2700 instructors. The authors identified 384 instructors who 
were current or former PI users. They were able to obtain 
matched pre–post FCI data from 108 of these instructors 
representing 11 different institutions, including 2-yr, 4-yr, 
and research-intensive institutions, and 30 different courses. 
In 90% of these courses, they found medium normalized 
learning gains (medium g ranges from 0.30 to 0.70) with 
only three courses falling below that range. According to 
Hake’s (1998) study, medium normalized learning gains are 
typically not achieved in traditionally taught courses. An-
other study by Lasry et al. (2008) compared the impact of 
the first implementation of PI in physics courses at Harvard 
University with that of implementation at a 2-yr college at 
which student’s preinstructional background in physics is 
lower. Their quasi-experimental study demonstrated that 
students in these two settings achieved similar normalized 
learning gains (g = 0.50 at Harvard University and g = 0.49 
at the 2-yr college).

The impact of PI on learning has been studied in disci-
plines other than physics as it has gained popularity. In the 
geosciences, McConnell et al. (2006) determined that the 
average difference between post- and pretest scores on the 
Geosciences Concepts Inventory (GCI; Libarkin and Ander-
son, 2005) was greater with PI pedagogy, and Mora (2010) 
reported greater normalized learning gains on the GCI com-
pared with traditional lecture. Moreover, students in an in-
troductory computer science course implementing PI scored 
half a letter grade higher on a final examination compared 
with peers in a lecture-based course covering the same topics 
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(Simon et al., 2013b). Similar improvements on final exam-
inations have been observed for students in two separate 
studies of calculus courses implementing PI (Miller et al., 
2006; Pilzer, 2001). However, a study in computer science re-
ported less remarkable improvements on final examination 
scores in a course comparing PI and pure lecture (Zingaro, 
2014). In this study, PI was associated with a 4.4% average 
increase on the final examination, but this finding was not 
significant (p = 0.10). While there have been additional PI 
studies in other disciplines, they have focused on the bene-
fits of specific steps of the PI sequence on student learning. 
Those will be presented later in the paper.

Extensive research thus indicates that PI is effective in pro-
moting students’ conceptual understanding in a variety of 
STEM disciplines and courses across various institutions.

Does PI Improve Problem-Solving Skills?
Studies have also focused on characterizing the impact of PI 
on students’ problem-solving skills. In a study by Cortright 
et al. (2005), PI was introduced in an exercise physiology 
course. Students were randomly assigned into a PI group or 
a non-PI group in which students were presented with the in-
class concept test but were instructed to answer the questions 
individually rather than discussing them with their peers. Stu-
dents in the PI group improved significantly (p = 0.02) in their 
ability to answer questions designed to measure mastery of 
the material. Importantly, the PI group’s ability to solve novel 
problems (i.e., transfer knowledge) was significantly greater 
compared with that of the non-PI group (Cortright et al., 2005).

In another study, PI was introduced in a veterinary physiol-
ogy course (Giuliodori et al., 2006). Giuliodori and colleagues 
compared student responses before and after peer discussion 
to determine whether or not PI improved students’ ability to 
solve problems requiring qualitative predictions (increase/
decrease/no change) about perturbations to physiological re-
sponse systems (i.e., integration of multiple concepts and trans-
fer ability). The number of students correctly answering ques-
tions improved significantly after peer discussion (Giuliodori 
et al., 2006). Moreover, in a comparison of ability to transfer 
knowledge, students in an entomology course for nonmajors 
using PI scored significantly higher (p < 0.05) on a near-trans-
fer task (e.g., application of prior learning to a slightly different 
situation) compared with students in a non-PI group (Jones 
et al., 2012). These studies suggest that PI improves students’ 
ability to apply material to novel problems.

In addition to improvements on multiple-choice and 
qualitative questions, PI has been associated with learning 
gains on quantitative questions (Crouch and Mazur, 2001). 
The previously mentioned longitudinal study conducted at 
Harvard University in physics courses compared quantita-
tive problem solving in courses with and without PI. A fi-
nal examination consisting entirely of quantitative problems 
was administered after the first year of instruction with PI. 
The mean score on the exam was statistically significantly 
higher in the course with PI compared with traditional lec-
ture. Thus, PI pedagogy can enhance both qualitative and 
quantitative problem-solving skills.

How Does PI Affect Attrition Rates?
Students’ persistence in STEM fields is a critical concern at 
the forefront of federal and national initiatives (National 

Science Foundation, 2010; PCAST, 2012). Several studies 
have examined student retention rate in courses using PI. 
In the instructor survey study conducted by Mazur and col-
leagues, instructors implementing PI reported lower student 
attrition rates compared with those using traditional lecture 
(Crouch and Watkins, 2007). In the study comparing the im-
plementation of PI in physics courses at Harvard Universi-
ty and at a 2-yr college (Lasry et al., 2008), the dropout rate 
(difference between the number of students enrolled and 
the number of students taking the final exam) decreased by 
15.5% between the traditional lecture (20.5%) and PI (5%) 
sections at the 2-yr college. Similarly, the implementation of 
PI at Harvard University reduced the dropout rate by more 
than half to a rate consistently < 5% (Lasry et al., 2008). In-
creased retention and lower failure rates in courses with PI 
have also been reported from a retrospective study of more 
than 10,000 students in lower- and upper-division computer 
science courses (Porter et al., 2013).

STAKEHOLDERS’ VIEWS ON PI

What Do Students Think about PI?
Students’ resistance to instructional practices that differ 
from their expectation (i.e., traditional lecture) has been 
reported as an important barrier to instructors’ continued 
implementation of evidence-based instructional practices 
(Felder and Brent, 1996). Thus, positive student reception 
of new instructional practices is important. Several studies 
have investigated this particular aspect of PI. For example, 
the longitudinal study conducted by Mazur and colleagues 
found no difference in students’ course evaluations before 
and after implementation of PI (Crouch and Mazur, 2001). 
On the other hand, the instructor survey study conducted 
by Mazur and colleagues found that out of the 384 instruc-
tors, 70% reported obtaining higher course evaluations from 
students in PI classes compared with course evaluations for 
traditional courses. Despite these overall positive results, 
17% of instructors reported a mixed response from students, 
while 5% reported a negative response. Additionally, a small 
percent (4%) of instructors who reported that their students 
had a positive response to PI indicated that the response was 
initially negative (Fagen, 2003).

In another study, student opinion of PI was compared be-
tween majors in a genetics course and nonmajors in an in-
troductory biology course (Crossgrove and Curran, 2008). 
Each group answered a student opinion survey containing 
11 questions. The average Likert scores for all but two ques-
tions were not significantly different between the groups. In 
particular, nonmajors thought that PI improved their exam 
performance, whereas majors thought this to a lesser extent 
(p < 0.001). The authors also found that the nonmajors were 
more inclined to encourage the instructors to continue using 
PI, whereas majors were more ambivalent (p < 0.05). Student 
feedback regarding the continued use of PI in their own and 
other’s courses has also been explored. For example, in in-
troductory computer science (Simon et al., 2010), exercise sci-
ence (Cortright et al., 2005), preparatory engineering (Nielsen 
et al., 2013), engineering mechanics (Boyle and Nicol, 2003), 
and veterinary physiology courses (Giuliodori et al., 2006), 
students generally recommend that PI be used in other and/
or future courses.
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colleges, 5% taught high school, and smaller percentages 
taught at other institutions, such as 2-yr and community col-
leges (Fagen et al., 2002). PI has also been implemented in 
different subject areas, course levels, and class sizes. In par-
ticular, research has been conducted in astronomy, biological 
sciences, calculus, chemistry, computer science, geosciences, 
economics, educational psychology, engineering, entomol-
ogy, medical/veterinary courses, philosophy, and physics 
courses (see Supplemental Table 1). Of the research articles 
cited in this paper, 84% used PI in lower-level courses, 12% 
used it in upper-level undergraduate courses, and 4% used 
it in medical/veterinary school courses. Furthermore, 25% 
used PI in small classes (< 50 students), while 75% used it in 
large classes.

EVIDENCE-BASED IMPLEMENTATION OF PI

There are several great resources describing best practic-
es for implementing PI (Mazur, 1997; Crouch and Watkins, 
2007). However, these guidelines do not necessarily provide 
empirical data to support best practices. In the next sections, 
we describe the results of empirical studies that have tested 
many of these guidelines. The discussion of guidelines will 
follow the order of the model for PI presented and researched 
by Mazur (1997):

1. Question posed
2. Students given time to think
3. Students record individual answers
4. Students convince their neighbors (peer discussion)
5. Students record revised answers
6. Feedback to teacher: tally of answers
7. Instructor’s explanation of correct answer

Why Does the Type of Question Posed Matter? 
(Step 1)
PI is intended to address misconceptions in a specific con-
tent area and foster conceptual understanding. To achieve 
this intended outcome, the type of question asked during 
each PI event should have an explicit pedagogic purpose 
(Beatty et al., 2006); however, both the difficulty level of the 
question and the extent to which instructors ask conceptu-
al questions varies. In an ethnographic study exploring the 
ways six physics instructors implemented PI, Turpen and 
Finkelstein (2009) found that the content-related questions 
instructors asked could be classified as conceptual, recall, 
or algorithmic. The percent of conceptual questions ranged 
from 64 to 85%, recall ranged from 4 to 24%, and algorithmic 
from 0 to 11%. Although instructors primarily asked concep-
tual questions, recall questions appeared common. Asking 
recall questions may be appealing to instructors; however, 
research suggests that asking higher-order questions yields 
better student results.

In a study in a large medical physiology course for first-
year students, Rao and DiCarlo (2000) compared question 
type with the percentage of correct answers on the individual 
vote versus after peer discussion. Questions were classified 
as either testing recall, intellectual (i.e., comprehension, ap-
plication, and analytical ability), or synthesis and evaluation 

Interestingly, researchers have identified specific aspects 
of PI that students appreciate. For example, students report 
that they value the immediate feedback PI provides (Cor-
tright et al., 2005; Giuliodori et al., 2006; Crossgrove and 
Curran, 2008; Simon et al., 2013a). Moreover, in an analysis 
of 84 open-ended surveys from students enrolled in an in-
troductory computer science course implementing PI ped-
agogy, Simon et al. (2013a) found that students felt that PI 
improved their relationship with their instructors, a finding 
also observed among students in an exercise science course 
(Cortright et al., 2005).

Most importantly, students overwhelmingly report that 
PI helps them learn course material (Cortright et al., 2005; 
Ghosh and Renna, 2006; Giuliodori et al., 2006; Porter et al., 
2011b; Nielsen et al., 2013; Simon et al., 2010, 2013a). Indeed, 
PI has been shown to significantly impact student self-con-
fidence (Gok, 2012; Zingaro, 2014). For example, students in 
two sections of an introductory computer science course, one 
with PI and one with traditional lecture, were asked to rate 
their self-confidence on a variety of programming tasks (Ra-
malingam and Wiedenbeck, 1999) at the beginning and end 
of the semester (Zingaro, 2014). Students enrolled in the PI 
course had statistically significant gains (p = 0.015) in self-ef-
ficacy compared with those enrolled in traditional lecture 
courses (Zingaro, 2014). In another study, the self-efficacy of 
students enrolled in algebra-based physics courses with or 
without PI was compared (Gok, 2012). Similarly, the self-effi-
cacy of the students increased significantly with PI (p = 0.041) 
compared with traditional lecture.

Overall, students have neutral to positive views on PI and 
seem to recognize its value over traditional teaching.

What Do Instructors Think about PI?
In addition to getting students’ opinions, it is also important 
to gain insight into instructors’ experiences with PI imple-
mentation. The instructor survey study conducted by Mazur 
and colleagues found that 90% of these instructors reported 
having a positive experience, 79% indicated that they would 
continue implementing PI, and another 8% reported they 
would probably use PI again (Fagen et al., 2002). This pos-
itive response was echoed in a study conducted by Porter 
et al. (2011a), who observed that PI was beneficial because it 
“enables instructors to dynamically adapt class to address 
student misunderstandings, engages students in exploration 
and analysis of deep course concepts, and explores argu-
ments through team discussions to build effective, appropri-
ate communication skills” (p. 142). Although a large num-
ber of faculty members have reported using PI (Fagen et al., 
2002), most research has focused on student perception and 
learning rather than faculty experience. More information 
about instructors’ perception of this pedagogy is needed to 
help inform the successful implementation of PI.

ACADEMIC SETTINGS IN WHICH PI HAS BEEN 
IMPLEMENTED

PI has been implemented in a variety of academic settings 
(see Supplemental Table 1 for a complete list of studies). For 
example, out of the 384 PI users surveyed by Mazur and 
colleagues, 67% taught at universities, 19% taught at 4-yr 
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peer discussion. Moreover, 90% of students agreed that “a 
group discussion after an individual response leads to deep-
er thinking about the topic.” In contrast, students indicated 
that starting with the peer discussion often led them to be 
more passive, accepting answers from more confident stu-
dents without thinking critically.

Nielsen et al. (2014) further explored this issue with a 
mixed-method project that used surveys, interviews, and 
classroom observations. They implemented PI (steps 1–6) 
and modified PI without steps 2 and 3 in an introductory 
physics course for engineers (four sections; n = 279 total). PI 
and modified PI were implemented in all sections alterna-
tively. The results of focus group interviews (n = 16 students) 
and surveys (n = 109) were similar to the study from Nicol 
and Boyle (2003): the majority of students felt that the indi-
vidual time was necessary to help them form their opinion 
without being influenced by others (Nielsen et al., 2014).

It is important not only to evaluate students’ perceptions 
of individual voting, but also to quantitatively and qualita-
tively analyze students’ discussions with PI compared with 
modified PI. Nielsen et al. (2014) found a statistically signif-
icant increase in the amount of time spent talking with the 
PI model compared with the modified PI model. They at-
tributed this increase to time spent on argumentation (i.e., 
presentation of an idea or explanation; 90% increase in ar-
gumentation time medians), indicating an improvement in 
discussion quality.

This series of studies thus indicates that students’ individ-
ual commitments to an answer before peer discussion im-
proves students’ learning experiences and that steps 2 and 3 
should not be skipped during implementation. It is import-
ant to note, however, that the studies discussed in this sec-
tion do not report learning gains for individual thinking and 
that, while students’ perception and ability to construct ar-
guments is important from a pedagogical standpoint, more 
research is needed to confirm the importance of individual 
voting.

Are Clickers Necessary? (Step 3)
PI is often associated with classroom response systems or 
clickers. However, not everyone using clickers is conducting 
PI. Likewise, PI can be conducted without the use of click-
ers. Several studies have investigated the effect of PI when 
other voting methods, such as flash cards or ABCD cards 
have been used. For example, Lasry (2008) compared PI 
using either flash cards or clickers in two different sections 
of an algebra-based mechanics course taught by the same 
instructor. Student learning was measured by comparing 
learning gains on the FCI and an examination between the 
two sections. While both the flash cards and clicker groups 
improved on the FCI, no statistical differences in learning 
gains were observed between the two groups on either the 
FCI or the examination. Flash cards have proven effective in 
other studies. For example, Cortright et al. (2005) studied a 
physiology course using flash cards and found that students’ 
problem-solving skills improved during PI.

Another study by Brady et al. (2013) used a quasi-exper-
imental design to investigate differences in students’ meta-
cognitive processes and performance outcomes in sections 
of a psychology course that implemented PI with clickers 
versus other sections of the same course that implemented 

skills (Rao and DiCarlo, 2000). The researchers found a sta-
tistically significant difference in the proportion of students 
answering correctly after peer discussion for all three types 
of questions. However, on questions testing synthesis and 
evaluation skills, students exhibited the greatest improve-
ment: from 73.1 ± 11.6% to 99.8 ± 0.24% (this is compared 
with 94.3 ± 1.8% to 99.4 ± 0.4% for recall questions and 82.5 ± 
6.0% to 99.1 ± 0.9% for questions testing intellectual abili-
ties). These results imply that students benefited most from 
peer discussion on difficult questions. Albeit, the percent of 
students arriving at the correct answer for each type of ques-
tion before peer discussion was already large, calling into 
question the actual difficulty level of the questions asked.

A study by Smith et al. (2009) also suggests that students 
improve the most when instructors ask difficult questions. 
In a genetics course for biology majors, the percent of cor-
rect student responses before and after peer discussion was 
compared for questions classified as having a low, medium, 
or high level of difficulty. Question difficulty was based on 
the number of students who obtained a correct answer on 
the individual vote. Student learning gains were the greatest 
when students were asked difficult rather than easy ques-
tions (Smith et al., 2009). Smith’s study was replicated by 
Porter et al. (2011b) in two computer science courses, and 
the same general trend was observed. In another study by 
Knight et al. (2013), students’ discussion in an upper-division 
developmental biology course was compared with question 
difficulty, which was determined by analyzing each question 
using Bloom’s taxonomy. When instructors asked higher-or-
der questions, student discussions became more sophisti-
cated, which was associated with larger learning gains.

The benefits of PI are accentuated when higher-level in-
tellectual questions are used in favor of basic recall ques-
tions. These results support using PI for more challenging 
questions. Several concept inventories have been developed 
in biology that could be used as resources for PI questions 
(Williams, 2014).

Does Individual Thinking Matter? (Steps 2 and 3)
The second and third steps in Mazur’s PI model consist of 
having students think for themselves and commit to their 
answers by voting. Uncovering the relationship between in-
dividual student voting and student perception of or learn-
ing during PI is important, because professors report skip-
ping these steps and going directly into peer discussion after 
posing a question (Turpen and Finkelstein, 2009). Several 
studies have explored whether or not the time for students 
to think and answer questions individually is necessary. For 
example, Nicol and Boyle (2003) utilized a mixed-method 
design to compare engineering students’ perceptions of PI 
when the full model was used (steps 1–6) versus a modified 
method consisting of peer discussion followed by class-wide 
discussion (with steps 2 and 3 skipped). They found that, 
while students thought that both methods enhanced their 
understanding of the concepts, 82% of the students indicat-
ed they prefer answering the question individually before 
discussing it with their neighbors. Of the students who 
explained their preference, 80% made comments suggest-
ing that the individual response time forced them to think 
about and identify an answer to the question; they felt that 
this led them to be more active and engaged during the 
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that it may be most effective to show the difference in the 
distribution of answers between the first and second vote 
after peer discussion. This approach would limit the bias to-
ward the consensus answer observed in some studies (Perez 
et al., 2010; Nielsen et al., 2012), while not only enhancing 
the confidence of students who had the correct answer in 
the first vote but also maintaining the integrity of student 
discussion.

When Is It Appropriate to Engage Students in Peer 
Discussion? (Step 4)
The analysis from the Why Does the Type of Question Posed 
Matter? section suggested that the benefits of student dis-
cussion on learning vary based on the proportion of correct 
responses on the initial vote; indeed, limited learning gains 
between the individual vote and the revote were observed 
on easy questions (Rao and DiCarlo, 2000; Smith et al., 2009; 
Porter et al., 2011b; Knight et al., 2013). In their longitudinal 
analysis, Crouch and Mazur (2001) found that the largest im-
provement in moving toward the correct answer on a revote 
occurred when the initial individual answer was correct for 
∼50% of the class. Nevertheless, there were still substantial 
learning gains when the initial percent of correct respons-
es was between 35 and 70%. This empirical study indicates 
that students should be engaged in peer discussion when 
the percent of correct answers on the individual vote falls 
between 35 and 70%. Below 35%, the concept may need to 
be further described or a salient hint provided. Subsequent 
studies suggest that students may still benefit from talking 
to one another, even when only a small proportion (< 35%) 
of the class obtained the correct response (Simon et al., 2010; 
Smith et al., 2009). Above 70%, the instructor should skip to 
the explanation of the answer.

More research is needed to optimize guidelines for step 4. 
Regardless of the proportion of correct answers on the initial 
vote, students seem to benefit from peer discussion.

Does Peer Discussion Matter? (Steps 4 and 5)
Peer discussion is the most recognizable feature of the PI 
model, and much of this review has been devoted to report-
ing on the learning gains observed after students’ discus-
sions. As such, it is important to understand the role of small 
group discussion in PI as well as to determine whether or 
not the observed improvement in student response is more 
than students with incorrect answers simply copying those 
who are correct. Smith et al. (2009) investigated this issue in a 
one-semester undergraduate genetics class (n = 350). During 
the semester, students were asked 16 sets of paired questions 
testing the same concepts but with different cover stories. 
The first question, Q1, was given, and students voted indi-
vidually, discussed the question with their peers, and voted 
again (Q1ad). Then, students were given a second question, 
Q2, testing the same concept as the first. The proportion of 
correct answers for each question was compared. They found 
that the proportion of correct answers for Q2 was significant-
ly greater than for Q1 and Q1ad, and out of the students who 
initially answered Q1 incorrectly but Q1ad correctly, 77% 
went on to answer Q2 correctly. Thus, when students do not 
initially understand a concept, they can discuss the materi-
al with a peer and then apply this information to answer a 
similar question correctly. Interestingly, a statistical analysis 

PI with paddles (i.e., a low-technology flash card system 
provided by the primary researcher). Results demonstrate 
that the use of paddles increased metacognition skills, while 
the use of clickers resulted in higher performance outcomes. 
This study indicates that there may be a metacognitive ad-
vantage to using non clicker response systems for PI, but ad-
ditional studies are needed to confirm this finding.

Overall, these studies indicate that PI can be effectively 
implemented with clickers or with low-tech voting tools.

Does Showing the Distribution of Answers after the 
First Vote Matter? (Step 3)
When personal response devices such as clickers are used, 
the instructor has the option to share with her/his class the 
distribution of students’ answers following the first vote. 
Several studies have examined the impact of this option on 
students’ behavior during peer discussion.

Perez et al. (2010) investigated whether showing the dis-
tribution of answers (as a bar graph) following the first vote 
(step 2) biased students’ second vote (step 4). They imple-
mented a crossover research design in a freshman-level biol-
ogy majors course (eight sections, 629 students participated 
in the study): in one treatment, students were shown the bar 
graph before peer discussion, and in the other treatment, 
they were not. Thus, each treatment group saw the bar graph 
after the first vote 50% of the time. Instructors in each sec-
tion used the exact same set of questions. The responses of 
students seeing the bar graph before peer discussion were 
compared with those who did not. They found that when 
students saw the bar graph after the first vote, they were 30% 
more likely to change their answer to the most common one. 
This bias was more pronounced on difficult questions, and 
it appeared to account for 5% of the learning gains observed 
between the first and second vote. This study suggests that 
when instructors display the bar graph, students may think 
that the most common answer is correct rather than con-
structing a correct response through discussion with their 
peers. Indeed, data from a qualitative study on the impact 
of showing the bar graph after the first vote support these 
findings (Nielsen et al., 2012). Group interviews revealed that 
students perceive the most common answer to be the most 
correct, and students are less willing to defend an answer if 
it is not the most common one.

Student bias toward the most common answer when the 
distribution of answers is shown was not observed, how-
ever, in a similar study in chemistry (Brooks and Koretsky, 
2011). Two cohorts of students in a thermodynamics course 
(n = 128 students) were compared: one saw the distribution 
after the first vote, while the other one did not. They found 
that both groups of students had a similar tendency to select 
the consensus answer regardless of seeing the distribution. 
Moreover, they found no difference in the quality of the ex-
planations students wrote to justify their answers. They did, 
however, see a difference in students’ confidence in their an-
swers: students who saw the bar graph after the first vote 
were statistically more confident when their answer matched 
the consensus answer, even if the consensus answer was in-
correct (Brooks and Koretsky, 2011).

More research is needed to fully understand the effect of 
displaying the bar graph after the first vote. Based on the 
results of the few studies investigating this issue, it seems 
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given to students varied from 100 ± 5 s to 153 ± 10 s. Out of 
these six instructors, two had large SDs of more than 100 s. 
Not only were there variations in response times given be-
tween classes, but also within classes (Turpen and Finkelstein, 
2009). Thus, establishing guidelines for the optimal amount 
of time that instructors should allow is important. Unfortu-
nately, we were only able to identify one study on this topic 
for this review. Miller et al. (2014) examined the difference in 
response times between correct and incorrect answers in two 
physics courses with PI: one at Harvard University and one 
at Queen’s University (Kingston, Ontario, Canada). In both 
classes, the proportion of correct to incorrect answers de-
creased when ∼80% of the students had responded, suggest-
ing that incorrect answers take more time than correct ones. 
Additionally, these researchers examined student response 
times for questions classified as either easy or difficult. For 
easy questions, students who answered incorrectly took sig-
nificantly (p < 0.001) more time than those who answered 
correctly, while for difficult questions, students took more 
time to answer regardless of correct or incorrect responses. 
Although more research is needed to confirm Miller and co-
workers’ findings, these data suggest that instructors should 
alert students that they will terminate polls (i.e., issue a final 
countdown) after ∼80% of students have voted, particularly 
when posing less difficult questions.

How Does the Role of the Instructor Affect PI? 
(Step 6)
Although PI’s critical feature is peer discussion, the instruc-
tor’s explanation of concept tests also influences the effec-
tiveness of PI. Several studies have investigated the impact 
of instructors’ explanations at the end of the PI cycle on stu-
dent learning (Smith et al., 2011; Zingaro and Porter, 2014a,b). 
Smith et al. (2011) used pairs of isomorphic questions (i.e., 
two different questions assessing the same concept) to com-
pare the impact of three different instructor interventions in 
two genetics courses: one for biology majors (n = 150 stu-
dents) and one for nonmajors (n = 62 students). The three 
experimental conditions were as follows:

1. Peer discussion only: students answer the first question 
(Q1) according to the PI model. After the revote, the in-
structor provides the correct answer without explanation, 
and students answer the isomorphic question (Q2).

2. Instructor explanation only: students answer Q1 individ-
ually. The instructor explains the answer to the class, and 
then students answer Q2.

3. Peer discussion and instructor explanation: students an-
swer Q1 according to the PI model. After the revote, the 
instructor explains the answer, and students answer Q2.

Significantly larger learning gains (p < 0.05), as measured 
by the normalized change in scores between the two ques-
tions, were observed in the third intervention, which com-
bined PI with instructor explanations (Smith et al., 2011). 
Moreover, these learning gains were observed across both 
courses and for students at all levels of ability (low, medium, 
and high performing as determined by the mean scores on 
the first question).

An analogous experiment by Zingaro and Porter (2014a) 
in an introductory computer science class (n = 126) yielded 

of students who answered Q1 incorrectly but Q2 correctly 
suggests that some students did not belong to a discussion 
group with a student who knew the correct answer. These 
students were presumably able to arrive at the correct an-
swer through peer discussion. Porter et al. (2011b) replicated 
the previous study in two different upper-division computer 
science classes (n = 96 total). Similarly, they found that more 
students answered Q2 correctly compared with Q1 and that 
peer discussion improved learning gains for 13–20% of the 
students. Peer discussion has also been shown to improve 
the proportion of correct responses on the revote in general 
chemistry courses (Bruck and Towns, 2009).

Although the proportion of correct answers increases af-
ter peer discussion, alternative hypotheses, such as the extra 
time allowed for individual reflection or to process infor-
mation, could also explain these learning gains. Lasry et al. 
(2009) designed a crossover study in three algebra-based in-
troductory physics courses (n = 88) to test whether peer dis-
cussion or other metacognitive processes, such as reflection 
or time on task, explained the learning gains associated with 
PI. Students voted on a question individually and then were 
assigned one of three tasks: peer discussion, silent reflection 
on answers, or distraction by cartoon. All groups were asked 
to vote again. The learning gains were highest when stu-
dents engaged in peer discussion. These results suggest that 
the improvement observed after peer discussion is not due 
to another metacognitive process.

To assess the impact of student discussions, Brooks and 
Koretsky (2011) examined the relationship between student 
reasoning before and after peer discussion. Students re-
corded an explanation for their responses to concept tests be-
fore and after discussing them with their peers. Each expla-
nation was then analyzed for both depth and accuracy. The 
quality of explanations from students who had responded 
correctly on both the initial vote and the revote improved 
following peer discussion. Although these students had the 
correct answer initially, they gained a more in-depth under-
standing of the concepts after peer discussion. Even though 
student explanations improve after peer discussion, the ac-
tual quality of the discussion appears variable. James and 
Willoughby (2011) recorded 361 peer discussions from four 
different sections of an introductory-level astronomy course. 
When they compared student responses with the recorded 
conversations, they found that 26% of the time student re-
sponses implied understanding, while the quality of con-
versations suggested otherwise. Furthermore, in 62% of the 
recorded conversations, student discussions included incor-
rect ideas or ideas that were unanticipated.

Taken together, these studies suggest that, although peer 
discussion positively impacts student learning, the improve-
ments observed between the first and second vote may over-
estimate student understanding.

How Much Time Should Be Given to Students to 
Enter Their Votes? (Steps 5 and 6)
Once a question is asked, instructors must allow students 
enough time to respond thoughtfully while still maximizing 
class time. Faculty members have reported variations in the 
voting time they allowed students during PI (Turpen and 
Finkelstein, 2009). For example, during a semester-long ob-
servation of six physics instructors, the average voting time 
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introductory astronomy classes taught by two different 
instructors over two semesters. Instructor A taught two se-
mesters, adopting high-stakes grading practices during the 
first semester and low-stakes grading practices the follow-
ing semester. Instructor A implemented PI identically each 
semester and used the same concept test questions. Instruc-
tor B adopted a low-stakes grading approach during the 
first semester but was not observed the following semester. 
The conversation bias of student pairs was analyzed using 
two different techniques: one that categorized student ideas 
(idea count) and another that accounted for the amount of 
time a student spent talking (word count). When instructor 
A switched from a high- to low-stakes approach, conversa-
tion bias decreased significantly in both the idea count (p = 
0.025) and the word count (p = 0.044) analyses. There was 
no significant difference in conversation bias between stu-
dent pairs in either of the low-stakes classrooms taught by 
the two different instructors. James’ research suggests that 
when grading incentives favor correct answers, the student 
with the most knowledge dominates the discussion. Unfor-
tunately, the experimental unit in James’ studies was the stu-
dents rather than the classroom, which may underestimate 
the variability of the students, likely confounding these re-
sults. However, research by Turpen and Finkelstein (2010) 
also supports low-stakes grading approaches. For example, 
they found that high-stakes grading incentives were associ-
ated with reduced peer collaboration on questions.

Overall, peer discussion appears to benefit students the 
most when instructors award participation points for an-
swering questions during peer discussion rather than award-
ing points for answering questions correctly. It is important 
to note, however, that although conversation bias improved, 
more research is needed to link this improvement directly to 
learning gains.

LIMITATIONS OF CURRENT RESEARCH ON PI

Although PI is one of the most researched evidence-based in-
structional practices, this research has several shortcomings.

First, more research is needed to resolve some of the uncer-
tainties in implementation addressed in this review. For ex-
ample, the impact of high-stakes grading on peer discussion 
and the consequences of displaying the voting results before 
peer discussion is unclear. In addition, there is uncertainty 
regarding the optimal proportion of correct answers needed 
on the initial vote to engage students in peer discussion.

Second, little is understood about the relationship be-
tween PI and individual student characteristics or students’ 
prior knowledge. Although Mazur and colleagues (Lorenzo 
et al., 2006) reported a reduced gender gap in classes with 
PI compared with those without, it is unclear whether sim-
ilar gains occur in other disciplines and whether PI benefits 
some students more than others. Some research suggests 
that there is, indeed, a relationship between student charac-
teristics and performance on PI concept tests. For example, 
Steer et al. (2009) evaluated responses on concept tests from 
4700 students enrolled in five different earth science classes 
at a community college. Female students from underrepre-
sented groups were significantly more likely to change from 
an incorrect response before peer discussion to a correct one 
afterward. These students were less likely to have a correct 

similar results. Students experienced larger learning gains 
with PI through the combination of peer discussion and in-
structor explanation compared with student discussion alone 
(81 vs. 69% correct on Q2, respectively). In addition, instructor 
explanation resulted in the largest gains in learning when the 
question was more difficult. In a subsequent study, Zingaro et 
al. (2014b) also found that the combination of peer discussion 
and instructor explanation compared with peer discussion 
alone was positively correlated to performance on the final 
exam.

Instructor behaviors, such as cuing discussion, also ap-
pear to impact PI implementation. For instance, Knight et al. 
(2013) measured the impact of instructional cues on student 
discussion during PI in an upper-division developmental bi-
ology course. In this study, the instructor either framed peer 
discussion as “answer-centered” (i.e., asking students to dis-
cuss answers) or “reasoning-centered” (i.e., asking students 
to discuss the reasons behind their answers). The resulting 
student discussions were then analyzed according to a scor-
ing system measuring the quality of student reasoning. The 
quality of reasoning was significantly (p < 0.01) higher in the 
reasoning-cued condition compared with the answer-cued 
one (Knight et al., 2013). Other studies have indicated that 
not only do students perform better on concept tests when 
given specific guidelines for peer discussion (Lucas, 2009) 
but also that students place more value on articulating their 
responses when instructors emphasize “sense making” over 
“answer making” (Turpen and Finkelstein, 2010).

Together, these data suggest that it is important for in-
structors to discuss answers to concept tests with students 
and to communicate expectations for peer discussion clearly 
with a focus on sense making.

Does Grading Matter?
When using a personal response system during PI, instruc-
tors have the option of awarding points for student respons-
es. Awarding points for correct answers (high-stakes grading) 
versus participation (low-stakes grading) has been shown to 
impact the dynamics of peer discussion (James, 2006; James 
et al., 2008; Turpen and Finkelstein, 2010). James (2006) com-
pared student discussion practices in two introductory as-
tronomy classes taught by two different instructors: one a 
standard class for nonmajors, the other multidisciplinary and 
focused on space travel. One instructor adopted high-stakes 
grading, wherein student responses accounted for 12.5% of 
their total grade. In this class, students were awarded full 
credit for a correct response but one-third credit for an incor-
rect one. The second instructor adopted low-stakes grading, 
wherein student responses accounted for 20% of their total 
grade, but students were awarded full credit for both correct 
and incorrect answers. During the semester, 12–14 pairs of 
student discussions in each class were recorded on three sep-
arate occasions. For each conversation pair, James analyzed 
the conversation bias (i.e., the extent to which one student 
compared with the other dominated a conversation). The 
conversation bias among partners was significantly higher 
(p = 0.008) in the classroom with high-stakes grading incen-
tives. Conversation bias was correlated to course grade in the 
high-stakes classroom but not in the low-stakes one.

In an extension of this research, James et al. (2008) con-
ducted a study examining student discourse in three 
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compared with individual students in another STEM course 
for majors in which the instructor has not implemented PI. 
Similarly, differences in instructors’ characteristics, such as 
fidelity of implementation of PI, demographics, and teaching 
experience/training must be considered during analysis.

Methodological shortcomings also include inappropriate 
selection of unit of analysis, which increases the likelihood of 
type I errors. In particular, this literature commonly reports 
individuals rather than the classroom in which PI was imple-
mented as the unit of analysis. Individual students within a 
class are more likely to have similar characteristics beyond 
those that can be accounted for, and observations from these 
students are therefore not independent. Choosing the class-
room as the unit of analysis ensures independence. Unfortu-
nately, if the unit of analysis is at the aggregate level, studies 
may be underpowered due to smaller sample size. Thus, 
it may be useful for researchers to increase the number of 
classrooms for comparison in their studies or replicate prior 
studies in order to facilitate meta-analyses.

Finally, the majority of the studies surveyed in this re-
view has utilized classroom response systems, which have 
grown increasingly more sophisticated. For example, bring-
your-own-device technologies are now available and allow 
instructors to ask open-ended questions. While these new 
technologies allow instructors to ask higher-level ques-
tions, they may unintentionally increase student distraction 
(Duncan et al., 2012). As institutions and individuals using 
PI adopt these new technologies, the impact of bring-your-
own-device tools on student learning will need to be deter-
mined.

CONCLUSIONS

In this review, we provide an analysis of student outcomes 
associated with PI and features critical to successful im-
plementation. In comparison with traditional lecture, this 
pedagogy overwhelmingly improves students’ ability to 

answer during the individual voting period; therefore, they 
were able to make larger gains. Similar improvements by 
underrepresented students have been reported in calculus 
courses (Miller et al., 2006). Although these results are en-
couraging, analyzing raw changes in scores does not account 
for the fact that students with low scores are able to gain 
more than students who score higher initially. Other stud-
ies have shown that gender differences become insignificant 
once prior knowledge is controlled for (Miller et al., 2014). 
For example, males and females exhibited significantly dif-
ferent response times on concept tests during both the ini-
tial voting period and revote. However, once students’ pre-
course knowledge and self-efficacy were account for, these 
differences became insignificant.

Learning gains in PI courses have been analyzed along-
side prior achievement in other studies. For example, in a 
study of 1236 earth science students, prior student achieve-
ment (measured by ACT score) predicted the number of cor-
rect responses to concept tests during PI (Gray et al., 2011). 
Unfortunately, overall learning gains were not reported in 
this study. In another study in computer science courses 
with and without PI, students’ high school background was 
compared with scores on a final examination (Simon et al., 
2013b). PI was most effective among students indicating that 
the majority of their high school attended college. For stu-
dents who indicated that the majority of their high school 
did not attend college, there was a slight negative, but insig-
nificant, effect of PI versus traditional lecture.

These results imply there is a relationship between the 
learning gains observed with PI and individual student char-
acteristics such as race, gender, and prior achievement. Thus, 
the true impact of PI cannot be realized without controlling 
for student characteristics (Theobald and Freeman, 2014). 
Researchers must account for the variation between students 
in classes and between instructors. For example, individual 
students enrolled in a STEM course for nonmajors in which 
the instructor has implemented PI should not be directly 

Figure 1. Research-based implementa-
tion of PI. aSee section How Much Time 
Should Be Given to Students to Enter Their 
Vote? bSee section Does Showing the Distri-
bution of Answers after the First Vote Matter?
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learner motivation, metacognition, and knowledge transfer. J Com-
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Phys Teach 46, 242.
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solve conceptual and quantitative problems and to apply 
knowledge to novel problems. Students value PI as a useful 
learning tool and are more likely to persist in courses uti-
lizing it. Likewise, instructors value the improved student 
engagement and learning observed with PI.

From our analysis of the research, we propose a revised, 
evidence-based model of the steps of PI (Figure 1). This 
model could guide practitioners in an effective implementa-
tion of PI that would lead to the most positive student out-
comes. It could also inform researchers in the design of pro-
tocols measuring instructors’ fidelity in PI implementation.
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