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We followed established best practices in concept inventory design and developed a 12-item inven-
tory to assess student ability in statistical reasoning in biology (Statistical Reasoning in Biology Con-
cept Inventory [SRBCI]). It is important to assess student thinking in this conceptual area, because it 
is a fundamental requirement of being statistically literate and associated skills are needed in almost 
all walks of life. Despite this, previous work shows that non–expert-like thinking in statistical rea-
soning is common, even after instruction. As science educators, our goal should be to move students 
along a novice-to-expert spectrum, which could be achieved with growing experience in statistical 
reasoning. We used item response theory analyses (the one-parameter Rasch model and associated 
analyses) to assess responses gathered from biology students in two populations at a large research 
university in Canada in order to test SRBCI’s robustness and sensitivity in capturing useful data re-
lating to the students’ conceptual ability in statistical reasoning. Our analyses indicated that SRBCI 
is a unidimensional construct, with items that vary widely in difficulty and provide useful informa-
tion about such student ability. SRBCI should be useful as a diagnostic tool in a variety of biology 
settings and as a means of measuring the success of teaching interventions designed to improve 
statistical reasoning skills.

Article

cal concepts, such as sampling, distribution, randomness, 
and uncertainty (Garfield, 2002); to make sound judgments 
about data, they must make connections among related con-
cepts, such as center and spread, and variability and signif-
icance (Ben-Zvi and Garfield, 2004). The phrase “statistical 
reasoning” implies a combination of data description with 
the concept of probability (and statistical significance), 
which is needed to interpret statistics and make objective 
inferences.

The development of statistical reasoning skills is widely 
recognized as a critical component of undergraduate sta-
tistics education (Garfield, 2002); students undertaking any 
science degree will encounter experiences with experimental 
design and the subsequent analysis of data and must thus 
develop sufficient ability in statistical reasoning to succeed 
in their courses. Not only is a good grasp of statistical rea-
soning a hallmark of a successful science degree (Coil et al., 
2010), but these skills are also necessary for the logical in-
terpretation of the many varieties of statistical data we all 
encounter in everyday life. Students need to interpret ba-
sic graphs and many other forms of data (Silverman, 2011; 
Howell, 2014) and evaluate the reliability and validity of the 
information they encounter (Glazer, 2011). Employers value 
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INTRODUCTION

In undergraduate science education, interpreting graphical 
figures and summaries of data and statistically analyzing the 
results of experiments are fundamental to the development 
of scientific literacy (Roth et  al., 1999; Samuels et  al., 2012). 
One aspect of scientific literacy is statistical reasoning, which 
can be defined as the ways in which we reason with and 
make sense of numerical data and apply statistical theories 
(Garfield, 2002). Students require grounding in key statisti-
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these skills in potential employees, even if jobs do not explic-
itly require the analysis of data (Durrani and Tariq, 2008). In 
essence, we can make better-informed decisions if we pos-
sess such skills (Watson, 2011; Blagdanic and Chinnappan, 
2013). Additionally, these skills also help to develop critical 
thinking, another universal goal of undergraduate education 
(Osborne, 2010; Kim et al., 2013).

Students typically hold a plethora of non–expert-like con-
ceptions regarding statistical reasoning (Batanero et al., 1994; 
Garfield, 2002; Forster, 2004; Kubliansky and Eschach, 2014), 
and they struggle to develop related skills, even following 
instruction (Bowen et  al., 1999; delMas et  al., 2007); this is 
true both at the undergraduate (Gormally et  al., 2012) and 
postgraduate (Zaidan et al., 2012) level. To give two common 
examples, students often ignore the spread of data around 
the population mean and/or misinterpret data distribution 
when interpreting statistical significance (Garfield, 2003; 
Lem et al., 2013), and they often have a fundamental misun-
derstanding of the purpose of hypothesis testing (Peskun, 
1987; delMas et al., 2007).

Moving students past non–expert-like conceptions (or 
naïve or alternative conceptions; see Maskiewicz and Line-
back, 2013) toward more expert-like conceptions requires 
conceptual change. Although some non–expert-like con-
ceptions may be productive in helping students to form 
expert-like conceptions (Smith et al., 1993; Maskiewicz and 
Lineback, 2013; Crowther and Price, 2014), individuals with 
fragmented knowledge and non–expert-like conceptions 
may struggle to develop the expert-like conceptions we wish 
them to attain (Sinatra et al., 2014). It should thus be a goal to 
promote deeper conceptual understanding of the concepts 
that are especially challenging and to initiate mini paradigm 
shifts in thinking when required (Price, 2012). Pedagogical 
interventions are often used to drive conceptual change 
(Smith, 2007), but before targeted interventions can be de-
signed, it is important to understand which non–expert-like 
conceptions are most common and widespread within the 
demographic of interest.

The need to accurately assess the level of understanding 
and to quantitatively characterize specific examples of non–ex-
pert-like thinking in the statistical reasoning of our biology stu-
dents led us to search for an appropriate assessment tool. We 
wanted a multiple-choice tool that would be suitable for un-
dergraduates and simple to administer in large classes and that 
could provide results that were quick and easy to analyze so as 
to enable instructors to target specific concepts in their teach-
ing based on these results. While open-ended assessments can 
offer great scope for students to express their knowledge, they 
require considerable time to grade, whereas multiple-choice 
questions are much easier to score (Wooten et al., 2014). As a 
result, multiple-choice tests are often preferred in large classes, 
especially when set in case study contexts to encourage deeper 
learning (Donnelly, 2014). An additional concern is with unsu-
pervised testing (using online learning management systems, 
for example), which can open the door to possible cheating 
(Schultz et  al., 2008; Styron and Styron, 2010; Ladyshewsky, 
2014). There is also the concern that students will take screen-
shots of items and pass these to their peers or even post them 
online, which would devalue their future use. As such, in-class 
testing is often preferred. While there are a number of useful 
tools that assess statistical reasoning (Table 1), none of these 
fulfilled all of the key requirements we sought.

In this article, we describe the development and valida-
tion of a 12-item statistical reasoning concept inventory (the 
Statistical Reasoning in Biology Concept Inventory [SRBCI]) 
that is specific to biology (individual items are contextualized 
in biological experiment scenarios). We followed well-estab-
lished best practices in developing the SRBCI (Adams and 
Wieman, 2010). Our aim was for instructors to use the SR-
BCI to help characterize specific examples of non–expert-like 
thinking affecting students at different stages of individual 
courses and at different stages of a program of study in bi-
ology. Specifically, the SRBCI should be able to measure the 
impact of curricula in which students conduct their own 
experiments and analyze their results or, in general, apply 
statistical reasoning concepts to data. Similarly, measuring 
student conceptual gains following instruction could indi-
cate how well curricular innovations are meeting their goals. 
Such innovations have been called for to ensure we teach bi-
ology and statistical reasoning more effectively (American 
Association for the Advancement of Science, 2011), so it is 
vital that we have the tools to measure their impact and suc-
cess on student learning.

To the best of our knowledge, this is the only concept in-
ventory dedicated to assessing student conceptions in sta-
tistical reasoning specific to biology experiments. This is an 
important distinction, because people from different disci-
plines may engage differently with experiments and data, 
and as a consequence, concepts in statistical reasoning. 
Garfield (2002) noted that statistical reasoning skills need 
to be used by people from very different disciplinary back-
grounds, and Ben-Zvi and Garfield (2004) underlined that 
discipline-specific norms exist for what constitute acceptable 
data arguments. While variation and spread are universally 
accepted as being important concepts in statistical reason-
ing, physicists and chemists, for example, who are used to 
relatively high precision in their experiments (Hunter, 2010), 
may be less used to reasoning about wide variation in exper-
imental data. On the other hand, biologists should be com-
fortable with wide variation, seeing as it is a central concept 
in the discipline (Hallgrimsson and Hall, 2011). Medical re-
searchers meanwhile, are still evolving ways of incorporat-
ing biological variation into the assessment of their studies 
(Simundic et al., 2015).

In this article, we also assess the robustness of the SRBCI by 
conducting item response theory (IRT) analyses as opposed 
to classical test theory (CTT) analyses, due to a growing call 
from researchers to make use of this more objective form of 
measurement (Boone et al., 2010; Planinic et al., 2010; Wallace 
and Bailey, 2010; Wang and Bao, 2010). Despite there being 
some examples of the use of IRT in the biology education 
literature (Donnelly and Boone, 2006; Nehm and Schonfeld, 
2008; Battisti et  al., 2010), these analyses may be relatively 
new to many researchers, so we elaborate on many of these 
techniques in the Methods.

METHODS

Development of the Statistical Reasoning Concept 
Inventory (the SRBCI)
Other concept inventory developers informed the method we 
used to develop the SRBCI (Garvin-Doxas et al., 2007; Smith 
et al., 2008; Adams and Wieman, 2010), and our approach was 
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very similar to the path followed by other concept inventory 
developers in our research group (Kalas et  al., 2013; Deane 
et al., 2014). Initially we 1) consulted the literature (Garfield, 
2002; Haller and Krauss, 2002; Ben-Zvi and Garfield, 2004; 
Chance et al., 2004; delMas and Liu, 2005; Fidler, 2006; Sotos 
et al., 2007; Huck, 2009; Glazer, 2011; Karpiak, 2011; Gormally 
et al., 2012; Zaidan et al., 2012), 2) studied recent student ex-
ams and assignments, and 3) spoke to faculty members with 
expertise in statistical reasoning to compile a list of specific 
examples of non–expert-like thinking that were affecting un-
dergraduate students. The student exams and assignments 
we studied came from a first-year introductory undergradu-
ate laboratory course and a third-year lecture and laboratory 
undergraduate course. We chose these courses to provide a 
representative sample of student work across the undergrad-
uate biology program at a large Canadian research university 
and to help identify the specific examples of non–expert-like 
thinking that seemed to be prevalent in students at various 
stages of their academic experiences. As expected, we found 
many different examples that fell along a novice-to-expert 
gradient for many different statistical reasoning constructs. 
We then met with five faculty members and two graduate 
students (all of whom had taught or were at that time teach-

ing the first-year introductory undergraduate laboratory 
course). We requested these experts to provide us with ad-
ditional examples of non–expert-like thinking they had wit-
nessed in their students. We asked our experts open-ended 
questions, such as: “What do students think is meant by a 
significant difference?” and “What do students say when you 
ask them why more than one trial of an experiment should 
be performed before they draw firm conclusions?,” and not-
ed their answers. Using a rudimentary rubric designed to 
help categorize examples of non–expert-like thinking into 
broad categories, we found that four such core conceptual 
groupings emerged as having vastly more examples of non–
expert-like thinking than others. We therefore decided to fo-
cus on these four core conceptual groupings in developing 
the SRBCI: 1) variation in data, 2) repeatability of results, 3) 
hypotheses and predictions, and 4) sample size. We further 
categorized more specific, but still common, nonexpert con-
ceptions of statistical reasoning that fell into each of these 
core conceptual groupings and designed one item for each 
of these; as a result, there are 12 items in the SRBCI that each 
test a different concept, with three falling into each of the four 
core conceptual groupings (see Table 2 for the 12 statistical 
reasoning constructs that SRBCI attempts to capture).

Table 1.  Other educational instruments that assess statistical reasoning skills in students assess a range of different constructs

Instrument/study Summarya Concepts mapped

Statistics Concept Inventory 
(Allen, 2006)

•	 25-item multiple-choice instrument
•	 Focuses on mathematics and sta-

tistics (statistical thinking, rather 
than statistical reasoning)

Data summary and presentation, probability, random vari-
ables, discrete probability distributions, continuous random 
variables and probability distributions, joint probability 
distributions, parameter estimation, linear regression, 
time series, confidence intervals and hypothesis testing, 
single-factor experiments and multifactor designs

Statistical Reasoning Assessment 
(Chan and Ismail, 2014)

•	 Five tasks completed in software 
program

•	 Aimed at high-school students

Reasoning about center (mean, mode, median), spread 
(range, interquartile range, variance, SD), and distribution 
(combination of center, spread, skewness, density, outliers, 
causality, chance, sampling)

Statistical Reasoning Assessment 
(Garfield, 2003)

•	 20-item multiple-choice instrument
•	 Weighted averages based on the 

sum of correct reasoning and mis-
conceptions (proportion)

Interpreting probability, selecting an appropriate average, 
computing probability (and as a ratio), independence, sam-
pling variability, correlation versus causation, interpreting 
two-way tables, importance of large samples

Assessment Resource Tools for 
Improving Statistical Thinking 
(ARTIST website: https://
apps3.cehd.umn.edu/artist/
index.html)

•	 11 scales/topics (each with 7–15 
multiple-choice items)

•	 Administered online

Data collection, data representation, measures of center, mea-
sures of spread, normal distribution, probability, bivariate 
quantitative data, bivariate categorical data, sampling 
distributions, confidence intervals, significance tests

CAOS 4 (delMas et al., 2007) •	 40-item multiple-choice instrument
•	 Focuses on concepts students 

must master after an introductory 
statistics course

Includes data collection and design, descriptive statistics, 
graphical representations, box plots, normal distribution, 
bivariate data, probability, sampling variability, confidence 
intervals, tests of significance

Statistical Reasoning with Every-
day Problems (Lawson et al., 
2003)

•	 10-item open-ended instrument
•	 Graders must code student an-

swers based on the reasoning used.

Probability/chance, law of large numbers, estimation/sample 
bias, correlation, regression toward the mean

Verbal-Numerical and Graphical 
Pilot Study (Agus et al., 2013)

•	 11 pairs of open-ended items (one 
verbal-numerical, one graph per 
pair)

•	 Graders must code student answers 
based on the reasoning used

Reasoning on uncertainty, reasoning on association

aThe summaries indicate how these inventories compare with SRBCI, which features 12 multiple-choice items.
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that changing the organism used to provide experimental 
context influenced student responses in an open-ended set-
ting, but there was no indication from our think-aloud inter-
views that this was an issue for students; the scenario set-
tings were all very simple, and the background information 
only required students to read around 70 words. Addition-
ally, we asked students whether they could picture the ex-
periments and the organisms in them. No student said he or 
she preferred one scenario over the other two, and the sim-
ple, succinct language used in all the SRBCI answer choices 
never seemed to cause confusion.

We held a total of 23 one-on-one, think-aloud interviews 
with undergraduate students (15 female, 8 male), in which 
they were asked to answer each item and explain why they 
had selected their answers. Students came from a variety of 
programs within the Faculty of Science, but all had taken or 
were taking at least one biology course at the time. Incoming 
science students are accepted to this large Canadian research 
university with excellent secondary school grade averages 
(around 92.5% entrance average), and the first-year students 
(n = 17) we interviewed were from this pool. We used in-
class and online announcements to attract participants, who 
were paid C$15 for participating in a 50–60 min interview. 
Our purpose in conducting the interviews was to ensure stu-
dents were interpreting the items as intended, to use student 
language and suggestions to improve the items in terms of 
wording (enhancing comprehension and providing more re-
alistic non–expert-like distractors), and to boost the clarity 
of figures.

During the interviews, we probed student thinking to 
determine where our students were situated on the nov-
ice-to-expert spectrum with regard to statistical reasoning. 
We found that students possessed a range of nonexpert con-
ceptions, but that many of the answers we received provided 
insights into the development of students’ skills along this 
spectrum. While students would not be expected to progress 
linearly or easily from novices to experts (some expert-like 
reasoning may be lost and replaced by non–expert-like rea-
soning, for example), the answers they provide can help to 

Some questions in the SRBCI require students to answer 
whether or not two sample means with nonoverlapping 
95% confidence intervals are significantly different from one 
another. Sometimes 95% confidence intervals can overlap 
when statistical tests indicate differences do exist between 
sample means (Belia et al., 2005), but SRBCI was designed so 
as never to ask students to answer questions in such cases. 
We chose to use 95% confidence intervals to represent esti-
mate error rather than other frequently used measures, such 
as p values and SE bars. This is because p values alone are de-
ficient in providing certain information (Thomas et al., 1997; 
Blume and Peipert, 2003), and we wanted to provide simple 
visual indicators of error in our figures, rather than relying 
on written statistics that were less likely to test conceptual 
application of basic statistical reasoning skills. We preferred 
95% confidence intervals to SE bars, because they are more 
conservative in allowing one to infer significant differences 
between sample means that do not overlap and because SE 
bars are more easily confused by students, who sometimes 
mix up SD, SEM, and other measures (Belia et al., 2005; Cum-
ming et al., 2007). Many of the SRBCI items incorporate fig-
ures, and while we are aware that some students find visual 
interpretation difficult for a variety of reasons (Chinn and 
Brewer, 2001; Friel et al., 2001; Cooper and Shore, 2010), inter-
preting figures is a fundamental requirement of scientific lit-
eracy (and statistical reasoning; Coil et al., 2010; Glazer, 2011; 
Watson, 2011). It should also be noted that some items within 
each of the four core conceptual groupings assessed by the 
SRBCI incorporate figures and some do not.

We designed the first versions of our 12 SRBCI items and 
contextualized these by using scenarios involving experi-
ments with salmon, squirrels and raccoons, and sunflowers. 
We did this because using plausible real-world examples can 
increase student interest (Claxton, 2007; Rivet and Krajcik, 
2008) and because student reasoning is often connected to 
context (Mortimer, 1995). Basing multiple questions on the 
same scenario minimized reading for students, because the 
background information for each scenario applied to all four 
items in that scenario grouping. Nehm and Ha (2011) found 

Table 2.  The four core conceptual groupings assessed by SRBCIa

Core conceptual grouping SRBCI probes student understanding that: Question Scenario

Repeatability of results If statistically significant patterns in data are replicated in independent trials of an experi-
ment, they are likely to be replicated again in other future trials …

1 A

But, replicated patterns do not prove that a conclusion or prior prediction is correct … 2 A
However, conclusions are always more robust if patterns are replicated. 6 B

Variation in data Not all treatment groups need to differ for a researcher to conclude that the manipulated 
variable(s) has/have a statistically significant effect on what is being measured …

3 A

And patterns in data do not have to be linear to show statistically significant differences … 9 C
But differences in variation around the sample mean are key—not the absolute differences. 10 C

Hypotheses and predictions Controlled experiments are designed to allow researchers to pose hypotheses, which are tested 
independent of predictions …

5 B

Which means that predictions do not have to follow either null or alternate hypotheses … 7 B
And a hypothesis can therefore be supported by patterns in data when a prediction is not. 12 C

Sample size Larger sample sizes tend to increase the range of measurement values that are used to calcu-
late sample means …

8 B

While simultaneously reducing the average variation around sample means … 4 A
So different sample sizes tend to result in different average variation around sample means. 11 C

aEach of these groupings feature three different questions, which each assess a subtly different related concept, and the groupings are contex-
tualized in >1 experimental scenario (scenario A = salmon; B = squirrels and raccoons; C = sunflowers).
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preconceptions and abilities in statistical reasoning. This is 
an important consideration when developing concept inven-
tories and other multiple-choice instruments, because they 
may operate differently and be more or less effective when 
used to assess different populations (Planinic et  al., 2010). 
We reasoned that students in the two courses in which the 
SRBCI was deployed represented different populations, be-
cause those in Biology-third-year level must have completed 
at least one laboratory course in which they were taught 
basic statistical reasoning skills by the time they reached 
their third year, whereas the same was not true of Biolo-
gy-first-year-level students, who may have been previously 
exposed to these concepts at the high school level. The tests 
were conducted in the first week of each course.

We administered the SRBCI in the same way in all sec-
tions of these two courses; students were given participa-
tion marks (0.5% bonus mark for completing the pretests) 
but were otherwise neither rewarded nor penalized for their 
performance. We looked for suspicious patterns in student 
answers that would have suggested they were guessing 
(e.g., answering all “A’s” or in apparently nonrandom pat-
terns) but found no such examples. The SRBCI items were 
presented on individual PowerPoint slides projected at the 
front of the classroom. We provided students with handouts 
that incorporated background information and figures or 
data tables for the three experimental scenarios in which the 
SRBCI items were contextualized, so they could refer back 
to these if they wished while answering the items, but they 
did not have hard copies of the items. Students were given 
sufficient time to read the background information for each 
scenario when it was presented on an individual Power-
Point slide before the first item set within each scenario ap-
peared. We then gave students 70 s to read and answer each 
item; we set these timings based on feedback from student 

monitor the progression of their thinking. Supplemental 
Table S1 shows student quotes for each answer of one item 
from the four core conceptual groupings SRBCI attempts to 
capture, highlighting some of the thinking underpinning 
statistical reasoning of these students. Supplemental Table 
S2 delineates further common examples of statistical rea-
soning that students used when answering items in the four 
core conceptual groupings, and how such reasoning may be 
placed on a novice-to-expert spectrum.

Briefly, we asked students to read each item and its four an-
swers aloud before giving them time to decide on an answer. 
We then asked them to justify their answers and explain why 
they did not select one of the other three answers to ensure 
they had understood the item and that any non–expert-like 
thinking was being correctly diagnosed rather than a student 
selecting such an answer as a result of misinterpreting the 
item or answer. We made audio recordings of every inter-
view and listened to these to make sure nothing was missed. 
When a student misinterpreted an item and/or answer, we 
paid special attention to it/them in subsequent interviews 
to see whether similar issues arose. In the event that we al-
tered wording and/or a figure, we also paid special attention 
to the new version in subsequent interviews to see whether 
the troublesome element(s) had been removed by our alter-
ations. The final five interviews did not present a single case 
of a student misinterpreting an item, figure, or answer.

Following these interviews, we asked 17 experts (12 fac-
ulty members and five graduate students at the large Cana-
dian research university where this study was conducted) 
to provide expert-like answers to the items to confirm their 
validity. The faculty members comprised five zoologists, 
four botanists, and three physiologists, all of whom had PhD 
qualifications and were instructing undergraduate biology 
courses at this university at the time. We qualified the five 
graduate students as experts, because they were enrolled in 
either the MSc (n = 3) or PhD (n = 2) program in the Depart-
ment of Zoology and had been teaching assistants in a first-
year introductory laboratory course that specifically taught 
students skills in statistical reasoning at least once (three 
were currently teaching it again). The 12 faculty members 
all selected the same answers, while the graduate students 
agreed on 96.7% of their answers. The two non–expert-like 
responses chosen by the graduate students were in response 
to different items (one considering the core conceptual 
grouping of variation in data, and the other considering re-
peatability of results). At the end of this process, we were left 
with our 12-item SRBCI.

Deployment of the SRBCI in Two University-Level 
Biology Courses
To gather data that could be used to assess the robustness 
and sensitivity of the SRBCI, we administered it in two dif-
ferent undergraduate biology courses in the Fall term of 
2013; one of these was an introductory first-year laboratory 
course (which we refer to as “Biology-first-year level”) and 
the other was a third-year laboratory course (which we re-
fer to as “Biology-third-year level”; see Table 3 for course 
details).

We wished to gather data and assess item suitability from 
these two biology classes to see whether the SRBCI was suit-
able for use in classes being taken by students with different 

Table 3.  Course descriptions and typical enrollment data for the 
two courses we sampled (Biology-first-year level and Biology 
third-year level) in these analyses

Course name and description
Typical course 

enrollment

Biology-first-year level: An inquiry-based lab 
course investigating the response of organ-
isms to changes in their environment through 
research and experimentation. Students design 
their own experiments, implement two trials, 
and analyze their own data. This course is 
intended for all life sciences majors but is 
also open to any student with the prerequi-
site courses. Assessment is based on written 
reports, oral presentations, a lab exam, and 
completion of a series of small assignments.

∼1600/yr, 67 lab 
sections/yr, 
term 1 and 
term 2

Biology-third-year level: A lab skills–based 
course, with lectures integrating many topics 
from the ecosystem-level investigation of 
organisms to molecular techniques and mod-
el-organism studies. Not intended for biology 
majors but open to students with a third-year 
standing or higher in the Combined Major 
in Science program. BIOL 121 = prerequisite. 
Assessment is based on written lab reports 
plus oral presentations.

∼100/yr, 4 lab 
sections and 
1 lecture sec-
tion/yr, term 
1 only
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It is also possible to analyze data with IRT approaches that 
include two other parameters (a discrimination parameter 
and a guessing estimate) in the models. There are trade-offs 
associated with each approach (Wallace and Bailey, 2010), 
but we chose to use the one-parameter (Rasch) model due to 
our relatively small sample size (Harris, 1989) and because 
others have recently shown the suitability of this method in 
assessing concept inventory data (Wallace and Bailey, 2010; 
also see Wright, 1997).

For a more comprehensive treatment of IRT, its conceptual 
basis, and alternative options for the assumption and model 
fit–testing procedures, see DeMars (2010) and Embretson 
and Reise (2013).

Rasch Model Analysis of Biology-First-Year-Level 
and Biology-Third-Year-Level Data
We performed separate one-parameter IRT (Rasch mod-
el) analyses on the SRBCI by using two populations of 
students at a large research institution in Canada (Biolo-
gy-first-year level: n = 371; and Biology-third-year level: 
n = 86; see Table 3). We wished to see whether the SRBCI 
would operate differently in these two populations, as we 
expected first-year and third-year undergraduates to per-
form differently on a concept inventory that assesses sta-
tistical reasoning skills. We used the software package R 
(R Development Core Team, 2013) to perform all analyses, 
specifically using the package eRm (Mair and Hatzinger, 
2007; Mair et al., 2014).

interviews and from our own observations, noting that, 
when interviewed, students very rarely needed more than 
60 s to choose an answer and then thoroughly explain to us 
their reasoning for selecting it (indicating that they under-
stood the item and were not rushed into guessing). We also 
gave students a 10-s warning before each new slide (item) 
appeared on the screen. Each student recorded his/her re-
sponses on an optical answer sheet (Scantron). This protocol 
enabled us to administer the SRBCI in 17 min in each class.

Statistical Analyses: The Use of IRT 
(the One-Parameter Rasch Model)
Concept inventories and other multiple-choice surveys and 
instruments have traditionally been validated by using ei-
ther CTT item analyses (Smith et al., 2008; Kalas et al., 2013) 
or IRT analyses such as the one-parameter Rasch model 
(Rasch, 1960; and for examples of its use, see Boone et  al., 
2010; Planinic et  al., 2010; Wallace and Bailey, 2010; Wang 
and Bao, 2010). While both methods accept that the prob-
ability of getting any item on a test correct is directly influ-
enced by the ability of the person and the difficulty of the 
item, Rasch model analyses assess each individual’s ability 
and each item’s difficulty in such a way that they can be 
scored on the same continuous scale, which confers many 
benefits.

CTT analyses typically produce metrics such as item dif-
ficulty, discrimination, and reliability, which are then used 
to assess the quality of the test instrument (Wallace and 
Bailey, 2010). However, these metrics are heavily sample de-
pendent, whereas IRT metrics are not. Because IRT metrics 
can separately estimate abilities and item properties, useful 
judgments of individual-item and whole-test quality can still 
be made even if the surveyed students are not representative 
of the population (Hambleton and Jones, 1993).

CTT analyses also focus on using students’ total scores 
across the whole instrument to provide information on stu-
dent ability; these estimates of student ability may not be ac-
curate when questions vary in terms of difficulty. For exam-
ple, a student who scores 6 out of 12 on an instrument does 
not necessarily possess twice as much ability in the latent 
trait that the instrument has been designed to assess when 
compared with a student who scores 3 out of 12, because 
not all questions reflect ability to the same extent. In IRT 
analyses, a standardized linear scale is created for both stu-
dent ability and item difficulty (Furr and Bacharach, 2014). 
Figure 1 shows an example of how the linear scale can be 
used to more easily make meaningful quantitative compari-
sons between students and items based on their abilities and 
difficulties respectively.

Finally, CTT analyses provide descriptive statistics, but 
they do not propose or test a hypothesis model. On the other 
hand, IRT analyses propose a hypothesis (the Rasch model) 
and then assess the fit based on the data provided by stu-
dents who respond to the instrument (the SRBCI), which al-
lows us to test whether the model accurately describes how 
students respond to individual items (Embretson and Reise, 
2000). If the data do not fit the model, this indicates that the 
instrument and/or the individual items on it may not be fit 
for assessing the intended trait. As a result, IRT analyses are 
more useful for deciding whether each item on an instru-
ment should be retained, refined, or discarded.

Figure 1.  The same linear scale provided by Rasch model analyses 
can be used to make quantitative assessments of person ability 
and item difficulty after test data have been collected and fitted 
to the model. A number of principles apply to such assessments: 
1) Items of mean difficulty, and persons with estimated mean abil-
ity in the trait being assessed, have difficulty and ability estimates 
of 0. 2) Items that are more difficult than this mean difficulty and 
persons who have greater abilities than this mean ability have 
positive values (>0). 3) The converse is true for items that are eas-
ier than the mean difficulty or for persons who have lower abili-
ties than the mean ability (<0). 4) Persons with the same ability 
estimates as an individual item’s difficulty have a 50% chance of 
answering that item correctly (e.g., Student A has a 50% chance 
of answering item 1 correctly, while Student B will have a much 
lower chance of answering it correctly). 5) The linear scale is set in 
SDs for ability and difficulty (e.g., Student A has an ability in the 
trait being assessed that is precisely three SDs greater than that of 
Student B).
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As a further check that items were behaving in a ho-
mogeneous way, we computed two chi-square ratio met-
rics, called infit and outfit mean-square (MSQ) statistics, 
for each item; these statistics are commonly calculated 
in Rasch analyses (e.g., Planinic et  al., 2010; Wallace and 
Bailey, 2010) and effectively assess the level of randomness 
in the data (Linacre, 2002) in terms of the way students of 
distinct abilities answer each item. These statistics are thus 
useful in indicating whether each item is a useful inclusion 
in the test instrument. For a given item, the expected value 
of both the infit and outfit MSQ is 1, but items for which 
values fall within the range of 0.5–1.5 are considered to 
be acceptable and productive for measuring a test-taker’s 
ability in the trait the test is designed to measure (Linacre, 
1991; although Green and Frantom (2002) suggest a slightly 
more conservative range of 0.6–1.4). The infit MSQ statis-
tics are information-weighted sums that pay less attention 
to outliers in the data, whereas the outfit MSQ statistics 
are calculated from the mean sum of squared residuals 
(the difference between the observed student score on an 
item and the score predicted by the model). Large outfit 
values suggest persons whose ability differs considerably 
from that of an item’s ability level have performed in a way 
that is unexpected (perhaps students of low ability have 
answered a difficult item correctly far more frequently 
than probability anticipated). In contrast, large infit val-
ues suggest persons whose ability barely differs from that 
of an item’s ability level have performed in a way that is 
unexpected (e.g., students with middling abilities have an-
swered a medium-difficulty question correctly far more or 
less frequently than anticipated). In either case, a statistic 
outside the range of 0.6–1.4 is indicative of a problematic 
test item.

Visualizing Item Difficulty and Person Ability
We produced item characteristic curves (ICCs) and 
item-person maps for all the SRBCI items based on the 
Rasch model results to characterize the spread of diffi-
culty of each item and to visualize the relative abilities of 
our Biology-first-year-level and Biology-third-year-level 
students. ICCs provide a visual assessment of each item’s 
difficulty, and the predicted probability that students of 
varying abilities will answer it correctly. One common use 
of these is to read the point on the x-axis (the ability level 
of a test taker) at which there is a 50% chance of the student 
answering the item correctly (for more information on how 
ICCs can be used, see Supplemental Figure S1). Item-person 
maps provide a visual assessment of how all the test items 
vary in terms of their difficulty levels and also show the 
frequency distributions of test-takers’ abilities on the same 
map (Yu, 2013).

Assessing Suitability of Using Raw SRBCI Scores to 
Consider Student Ability
We computed Pearson product-moment correlations be-
tween student raw scores and their ability estimates accord-
ing to the Rasch model results. A close correlation provides 
support for using the raw scores as a means of assessing stu-
dent ability in the trait (conceptual ability in statistical rea-
soning) that the SRBCI was designed to measure (Wang and 
Bao, 2010).

Checking the Two Assumptions of Rasch 
Model Analysis (Unidimensionality 
and Local Independence)
Before using difficulty estimates and person abilities pro-
vided by the Rasch model analyses, it is important to check 
that the assumptions of unidimensionality and local inde-
pendence are met (Wallace and Bailey, 2010; Slocum-Gori 
and Zumbo, 2011). A unidimensional instrument is one in 
which individual items all contribute to the underlying con-
struct (statistical reasoning in the SRBCI’s case) and are not 
calibrated too close together or too far apart in terms of dif-
ficulty (Planinic et al., 2010). Local independence is achieved 
when there is no significant correlation between responses 
to items once the effects of difficulty and ability of the test 
taker have been taken into account. In other words, a cor-
rect (or incorrect) answer to one item should not correlate 
with a subsequent correct (or incorrect) answer to another 
item when the residuals are compared (observed responses 
compared with model-predicted responses). Nonindepen-
dence would suggest that responses—and therefore mod-
el-produced ability and difficulty estimates—are affected by 
something other than what the instrument is designed to test 
(Wang and Wilson, 2005).

We checked for unidimensionality by using Bejar’s (1980) 
method. This method requires the Rasch model to estimate 
item parameters as normal for the whole SRBCI and then 
estimate a subset of these item parameters before plotting 
the resultant item estimates against one another. If the item 
is unidimensional, then the slope of the line should be ∼1 
and have an intercept of ∼0. This is because the subset item 
parameters should be very close to the same item parameters 
derived from the whole analysis. Bejar (1980) recommended 
selecting a subset of items that might probe different content 
areas, so we selected six of the 12 SRBCI items that ensured 
representation of all four core concept groupings (variation 
in data, repeatability of results, hypotheses and predictions, 
and sample size). We also ensured our six items fell equally 
into the three different scenarios (two each from the salmon, 
squirrel and raccoon, and sunflower scenarios).

We checked for local independence of the SRBCI items 
by calculating Yen’s (1984) Q3 statistic. This statistic looks 
at the difference between the observed responses and those 
predicted by the Rasch model before using these residuals to 
calculate item-by-item correlations. If the items are indepen-
dent, the correlation statistics for each item pair should be 
∼0, but Yen and Fitzpatrick (2006) suggest a correlation less 
than or equal to ±0.20 is low enough to treat as indicating 
local independence.

Checking Goodness of Data Fit with the Rasch Model
We computed a series of statistics to check that the data from 
our two sampled populations fit the Rasch model. Specifi-
cally, we used Andersen’s likelihood ratio (LR) test (Ander-
sen, 1973; Mair et al., 2014) to check whether there was any 
item bias present; such bias can occur when individuals of 
the same ability (as characterized by the model) react signifi-
cantly differently in the way they answer an item (or items). 
In the event that this occurs, it can signal an item that might 
be problematic and that should be revised or removed. We 
then produced goodness-of-fit plots with 95% confidence el-
lipses to confirm that individual items were unbiased.
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(core conceptual grouping = variation in data) the most diffi-
cult. However, both populations found these items relatively 
difficult as evidenced by the items having positive difficulty 
values (e.g., to have a 50% chance of answering these items 
correctly, students in either population needed to have abili-
ties > 0). The relative rank order of the items in terms of their 
difficulty was subtly different between populations. Biolo-
gy-third-year-level students generally possessed higher abil-
ities than Biology-first-year-level students (note the frequen-
cy distribution shifting to the right, i.e., toward higher ability 
estimates, in Figure 2B compared with Figure 2A).

The ICC curves for individual items indicate more 
clearly how the difficulty of the SRBCI items varied in 
the Biology-first-year-level and Biology-third-year-level 
populations (Supplemental Figures S1 and S2). Note that 
Supplemental Figure S1 shows two ways in which ICC 
curves are typically used to provide quantitative informa-
tion about the relationship between student abilities and 
item difficulties, focusing on the ways students from each 
population responded to SRBCI item 1 in our study, while 
Supplemental Figure S2 shows all ICC curves for each pop-
ulation and each SRBCI item.

The ICC curve for item 1, which was the most difficult 
for Biology-first-year-level students, shows that those with 
a mean ability in statistical reasoning (ability estimate = ∼0) 
had a probability of only ∼16% of answering this correctly, 
and students from this population needed to have relatively 
high ability estimates (∼1.85 SDs above a mean ability in sta-
tistical reasoning) to have a 50% chance of answering this 
item correctly (see Supplemental Figure S1). However, Biolo-
gy-third-year-level students with a mean ability in statistical 
reasoning (ability estimate = ∼0) had a much higher proba-
bility of answering this item correctly (∼38%), and students 
from this population needed to have lower relative ability 
estimates (∼0.6 SDs above a mean ability in statistical reason-
ing) to have a 50% chance of answering this item correctly 
(see Supplemental Figure S1).

Difficulty estimates for items falling into the four different 
core conceptual groupings probed by the SRBCI—1) varia-
tion in data = items 5, 9, and 10; 2) repeatability of results = 
items 1, 2, and 6; 3) hypotheses and predictions = items 4, 7, 
and 12; and 4) sample size = items 4, 8, and 11—also varied 
relatively widely in both student populations (Supplemental 
Figure S2).

Rasch model estimates of person ability based on total 
score were very similar for both Biology-first-year-level and 
Biology-third-year-level students achieving the same addi-
tive scores on the SRBCI (Table 4). There was wide varia-
tion of ability levels in the two populations analyzed, but 
the linear nature of the ability estimates produced by the 
Rasch model suggests that students scoring 11 out of 12 (the 
highest achieved in both populations) possessed ability in 
the trait the SRBCI assesses (statistical reasoning) of ∼5.5 SDs 
in excess of those scoring 1 out of 12 (Biology-first-year level: 
+2.79 to −2.83; Biology-third-year level: +2.72 to −2.82; see 
Table 4).

Correlations between SRBCI Raw Scores and Rasch 
Model Ability Estimates
Pearson product-moment correlations between SRBCI 
raw scores and ability estimates provided by Rasch model 

Ethics Protocol Compliance and Accessing the SRBCI
This study complied with ethics requirements for human 
subjects as approved by the Behavioural Research Ethics 
Board at the large Canadian research university where this 
study was conducted (BREB H09-03080). We encourage in-
structors to either visit our Questions for Biology website 
(http://q4b.biology.ubc.ca) or contact the corresponding au-
thor for more information about gaining access to the SRBCI 
and its accompanying materials for their own use.

RESULTS

Rasch Model Assumptions (Unidimensionality and 
Local Independence)
We found good evidence that the SRBCI is a unidimension-
al instrument (testing only one underlying trait of conceptual 
ability—statistical reasoning), and that the individual items 
displayed local independence. This same general conclu-
sion held for the Rasch analysis conducted on both the Biol-
ogy-first-year-level and Biology-third-year-level data. Briefly, 
the slopes and intercepts of these correlations were very close 
to the desired values for both data sets (Biology-first-year level: 
intercept = −0.19, slope = 1.04; Biology-third-year level: inter-
cept = −0.13, slope = 1.01; R2 = 0.99 and p ≤ 0.0001 in both cases).

We show tables of all the pairwise item correlations con-
ducted (Yen’s Q3 statistics) to assess local independence 
(Supplemental Table S3, a and b). Only two pairwise correla-
tions had Q3 statistics that were outside the recommended 
range of +0.20 to −0.20 for the Biology-first-year-level data 
(the item 2 and item 8 correlation was −0.23; the item 3 and 
item 6 correlation was −0.21), and only three for the Biolo-
gy-third-year-level data (the item 1 and item 6 correlation 
was −0.21; the item 3 and item 11 correlation was −0.22; the 
item 7 and item 8 correlation was −0.21). All of these were 
only just outside the desired range, while the vast majority 
of pairwise item correlations were within this range for both 
data sets (64/66 or 97% for Biology-first-year level, 63/66 or 
95.5% for Biology-third-year level).

Goodness of Data Fit with the Rasch Model
The data from both the Biology-first-year-level and Biolo-
gy-third-year-level SRBCI deployments fit the Rasch model 
(Biology-first-year level: Andersen LR value = 12.47, p = 0.33, 
df = 11; Biology-third-year level: Andersen LR value = 10.02, 
p = 0.53, df = 11). We also calculated infit and outfit MSQ sta-
tistics for each item in both data sets and all individual SRB-
CI items fell well within the recommended range of 0.6–1.4 
(Supplemental Table S4).

Item-Difficulty and Person Ability Estimates
Individual SRBCI items varied widely in their difficulty as 
estimated by the Rasch model for Biology-first-year level 
and Biology-third-year level (Figure 2, A and B, respective-
ly). Item 2 (core conceptual grouping = repeatability of re-
sults) was the easiest for both populations, but there were 
differences in which items the two populations found most 
difficult; while Biology-first-year-level students found item 
1 the most difficult (core conceptual grouping = repeatabili-
ty of results), Biology-third-year-level students found item 9 
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education at university. We found good evidence that all 12 
SRBCI items test conceptual ability in a single construct (i.e., 
the SRBCI appears to be a unidimensional tool), and these 
12 items seem to be locally independent. We found only two 
instances in the Biology-first-year-level analysis in which 
item–item comparisons were potentially nonindependent, 
and only three in the Biology-third-year-level analysis (both 
of out a possible 66 comparisons). The values were only 
marginally outside the recommended range suggested by 
Yen (1984) in these cases, and were less frequent than those 
appearing in a Rasch model analysis of the Star Properties 
Concept Inventory (Bailey, 2006) conducted by Wallace and 
Bailey (2010).

analyses were almost linear (Biology-first-year level: R2 = 
0.98, p ≤ 0.0001; Biology-third-year level: R2 = 0.99, p ≤ 0.0001).

DISCUSSION

The SRBCI Is a Sensitive Tool for Measuring Student 
Ability in Statistical Reasoning
Our analyses indicated that the SRBCI is an effective, sen-
sitive tool for assessing student ability in the construct that 
it measures (conceptual ability in statistical reasoning) and 
that it is effective at assessing this construct in populations 
of students who are at different stages of their biological 

Figure 2.  (A) The item-person map de-
rived from Rasch model analysis of stu-
dent responses to the SRBCI from the Bi-
ology-first-year-level population. SRBCI 
items appear on the x-axis in order of their 
difficulty (easiest at the top, hardest at the 
bottom). The frequency distribution of 
student abilities appears in the bars at the 
top (y-axis). The peak frequencies appear 
below the ability estimate of 0, suggesting 
that most students have relatively low 
ability in statistical reasoning at this stage 
of their education. (B) The item-person 
map derived from Rasch model analysis 
of student responses to the SRBCI from the 
Biology-third-year-level population. SRB-
CI items appear on the x-axis in order of 
their difficulty (easiest at the top, hardest 
at the bottom). The frequency distribution 
of student abilities appears in the bars at 
the top (y-axis). There are more individu-
als with abilities above the ability estimate 
of 0, suggesting that most students have 
relatively high ability in statistical reason-
ing at this stage of their education (espe-
cially in relation to the Biology first-year-
level population). (A and B) Letters after 
items refer to the conceptual grouping to 
which these items belong (R, repeatability 
of results; V, variation in data; H, hypothe-
ses and predictions; S, sample size).



T. Deane et al.

15:ar5, 10� CBE—Life Sciences Education

were further along the novice-to-expert spectrum than those 
in the first-year sample. However, the variation in perfor-
mance seen within and between the populations and in the 
difficulty of individual items underlines the complexity of 
learning; students vary greatly in their ability to transition 
toward expert-like thinking in statistical reasoning, and rela-
tively few have developed the conceptual abilities we would 
associate with experts after 3 yr of undergraduate education. 
A lot of meaningful learning activity (such as struggling, pro-
cessing, sense-making) is known to go on in the intermediate 
space between novice and expert (Bass, 2012), while Smith 
et al. (1993) underlined the importance of acknowledging the 
existence of continuity between novices and experts. Given 
this, we would not expect learners to progress linearly from 
novice to expert following instruction in statistical reasoning 
concepts in biology, or even that some leaps in progression 
would be easier to make than others. That was broadly what 
we found in the preliminary interviews (see Supplemental 
Tables S1 and S2 for examples of student quotes and rea-
soning aligned to novice, intermediate, and expert answer 
choices). We now look forward to developing activities and 
learning interventions to help students develop their statis-
tical reasoning skills in the areas they seemed to find most 
difficult; we also anticipate looking for patterns in progres-
sion to see whether some gains are easier to make than others 
or whether gains in some areas are linked to gains in oth-
ers. As Ben-Zvi et al. (2015) notes, we still do not know much 
about the ways students develop statistical reasoning skills. 
We hope that the SRBCI will provide useful information that 
characterizes this process.

The Value of IRT Analyses
There has been a call from many researchers in both the 
sciences and social sciences to use IRT-based approaches 
rather than CTT approaches when assessing the suitability 
of instruments to diagnose what they have been designed 
to diagnose (Ding and Beichner, 2009; Boone et  al., 2010; 
Planinic et al., 2010). With this in mind, we used one-param-
eter IRT (Rasch) modeling techniques to separately consid-
er the suitability of the SRBCI as an instrument to assess 
conceptual ability in statistical reasoning of undergraduate 
students from two different populations. The great benefit 
of IRT analyses comes from the fact that student-ability and 
item-difficulty estimates are placed on the same linear scale 
of measurement, which makes it easier to draw meaningful 
comparisons between the groups of interest.

CTT-based analyses can still be valuable in assessing the 
relative ability of an individual (or a group of individuals) 
on a particular conceptual construct (see Hestenes et  al., 
1992; Smith et al., 2008; Schlingman et al., 2012; Kalas et al., 
2013), while concept inventories in particular are also useful 
in diagnosing specific examples of non–expert-like thinking 
(highlighted by the distractors these students choose; see 
Smith and Knight, 2012). With particular reference to the use 
of non-IRT analyses, for those who may be deterred from 
using this method, we showed that there was a virtually lin-
ear correlation between student-ability estimates (from the 
Rasch model fits) and their raw SRBCI scores. This suggests 
that instructors using the SRBCI could simply use raw scores 
as a somewhat accurate guide to the conceptual ability in sta-
tistical reasoning of an individual (or a group of individuals). 

Goodness-of-fit tests indicated that the data from both our 
student populations fit the Rasch model, and infit and outfit 
MSQ analyses indicated that each of the SRBCI’s items also 
fit the model; as a result, we are confident that all 12 of the 
items are valuable in assessing student conceptual ability in 
statistical reasoning and, therefore, that none of them should 
be removed. There were a good spread of difficulty for the 12 
items and a relatively good spread of difficulty for the four 
core conceptual groups of statistical reasoning—1) variation 
in data, 2) repeatability of results, 3) hypotheses and predic-
tions, and 4) sample size. This adds further support to the 
assertion that all 12 SRBCI items, all of which test application 
of different concepts in statistical reasoning, are valuable in 
assessing student ability in this construct. That the ability 
estimates for students with the same raw scores were so sim-
ilar for students in the different populations is another posi-
tive mark for the robustness of the instrument and its items.

Student Performance on the SRBCI
As expected, students in Biology-third-year level generally 
possessed higher abilities than those in Biology-first-year 
level; however, there was a good range of abilities in both 
populations. Interestingly, although both populations found 
the same item to be the easiest of the 12 SRBCI items, they 
found different items to be the most difficult. It was also 
interesting to note that the relative order of item difficulty 
was subtly different between the two populations, which 
has implications from an instructional viewpoint. Because 
Biology-third-year-level students have had more instruc-
tion involving statistical reasoning concepts at university, 
it is interesting to look at the items whose difficulties were 
higher in that population than in the Biology-first-year-level 
population. The concepts embedded in those items might be 
the ones that instructors should focus on teaching in greater 
depth: it is a reasonable expectation that students with more 
experience in statistical reasoning should find every item rel-
atively easier unless non–expert-like aspects of their statis-
tical reasoning have already become part of their long-term 
memory. Generally, the third-year students in our sample 

Table 4.  Comparisons between SRBCI raw scores and estimates of 
student ability provided by Rasch model analyses of data provided 
by the two student populations assessed in these analyses

SRBCI 
raw score

Ability estimate

Biology-first-year level Biology-third-year level

0 – –
1 −2.83 −2.82
2 −1.94 −1.91
3 −1.33 −1.29
4 −0.84 −0.80
5 −0.40 −0.36
6 −0.02 0.04
7 0.43 0.44
8 0.87 0.86
9 1.35 1.32
10 1.93 1.88
11 2.79 2.72
12 – –
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While Embretson and Reise (2000) point out that raw scores 
are always sufficient statistics when analyzing responses 
with a one-parameter Rasch model, Wang and Bao (2010) 
reason that students with the same raw scores might have 
obtained these scores from getting different items correct; 
such variation is guaranteed in any test, but this highlights 
the value in considering student performance on individual 
items. For example, if high-ability students answer a given 
item correctly less frequently than predicted by that item’s 
ICC, this might suggest a specific example of non–expert-like 
thinking has become embedded in their thinking and that in-
structors should focus on clarifying this concept.

Limitations of the SRBCI
The SRBCI’s items were contextualized in simple experi-
mental biology scenarios involving well-known plants and 
animals; however, the concepts being tested relate to simple 
statistical reasoning and figure/graph interpretation skills. 
As a result, it is most appropriate for use in biology and in 
biology-related fields as opposed to other science disciplines 
that approach and interpret results differently; for example, 
the level of uncertainty in experimental data that is accept-
able is discipline specific. Ben-Zvi and Garfield (2004) under-
lined that discipline-specific norms exist for what constitute 
acceptable data arguments, which is why the SRBCI reflects 
the norms of acceptable practice in biological sciences.

We also note the limitation of our approach in using 95% 
confidence intervals as visual indicators of estimate sample 
error (see Methods, and Belia et  al., 2005; Cumming et  al., 
2007), but we wanted to prioritize application of statistical 
reasoning skills based on visual comparisons of data in fig-
ures as opposed to providing written statistical information, 
which would be less likely to require conceptual application.

The SRBCI should be used for formative purposes, so 
instructors can identify which nonexpert conceptions their 
students hold at different stages of their teaching. It has 
not been designed for summative testing purposes; indeed, 
many would consider 12 items an insufficient number to re-
liably separate student abilities (Kruyen et al., 2013). If SR-
BCI had more than 12 items, one would expect there to be 
less variability and smaller standard errors associated with 
individual item-difficulty estimations, but we settled on a 
12-item instrument due to the need for rapid in-class testing 
and subsequent analysis.

Finally, we note that precise definitions of statistical rea-
soning and the concepts that comprise this construct vary 
(Ben-Zvi and Garfield, 2004). As such, there may be other 
conceptual groupings not assessed by SRBCI that others 
would argue are important components of statistical reason-
ing. Our goal was to produce a tool that focused on the key 
elements in most definitions and that we knew our students 
struggled with. We have designed SRBCI to be suitable for 
undergraduates, to be simple to administer in large classes, 
and to provide results that are quick and easy to analyze so 
as to enable instructors to better target their teaching as re-
quired by their students.

CONCLUSION

Various agencies have advocated for innovations in teach-
ing that enhance engagement and deeper learning (Woodin 
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