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#### Abstract

As we strive to make science education more inclusive, more research is needed to fully understand gender gaps in academic performance and in-class participation in the life sciences. Studies suggest that male voices dominate introductory biology courses, but no studies have been done on upper-level courses. Results on achievement gender gaps in biology vary and often conflict, and no studies have been done on the correlation between participation and academic performance gaps. We observed 34 life sciences courses at all levels at a large private university. Overall, males were more likely to participate than their female peers, but these gender gaps varied from class to class. Females participated more in classes in which the instructor called on most hands that were raised or in classes with more females in attendance. Performance gender gaps also varied by classroom, but female final course grades were as much as 0.2 SD higher in classes with a female instructor and/or a female student majority. Gender gaps in participation and final course grades were positively correlated, but this could be solely because female students are more likely to both participate more and earn higher grades in classes with many females in attendance.


## INTRODUCTION

Women have lagged behind men in their representation in science, technology, engineering, and mathematics (STEM) for decades, but these gaps have been closing over time. The size of the gender ${ }^{1}$ gap and rate at which it is closing varies by discipline, with the fewest females represented in engineering, physics, and computer science (West et al., 2013; Board, 2018). The life sciences are often considered the most equitable of the STEM fields due to increasing representation of females, who are awarded $60 \%$ of life sciences bachelor's degrees and about half of doctoral degrees (West et al., 2013; Board, 2018). Common explanations for these differences in female enrollment focus on the somewhat less quantitative and more "human-centric" nature of the life sciences compared with fields such as mathematics, computer sciences, and engineering (Ceci and Williams, 2010; Goulden et al., 2011). A more recent study suggests that differences in representation can be explained by females experiencing a greater sense of belonging and higher self-efficacy in biology, chemistry, and mathematics compared with other STEM fields (Cheryan et al., 2017).
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Despite the initial appearance of gender equity within biological disciplines, researchers have pointed out the "leaky pipeline" phenomenon: female representation falls increasingly behind as careers progress (i.e., graduate school, postdoc positions, tenure-track appointments, authorship order, and invited talks; Wickware, 1997; Luckenbill-Edds, 2002; Schroeder et al., 2013; West et al., 2013; Sheltzer and Smith, 2014; Eddy and Brownell, 2016). Closing gender gaps in STEM fields is not only important for increasing opportunities for women to thrive and fill high-paying jobs, but researchers also point out that increased diversity benefits the entire field (Jehn et al., 1999; Page, 2008). Shaw and Stanton (2012) identify two important bottlenecks during female academic careers that strongly influence this "leaky pipeline": choice of undergraduate major and application to faculty positions. In this study, we chose to focus on the female undergraduate experience, because female students' in-class experiences and course performances influence their likelihood of choosing and persisting in a major and field (Tinto, 1997; Rask and Tiefenthaler, 2008; Price, 2010; Rocca, 2010; Haldane et al., 2012).

## Verbal Participation in Class

As summarized in a meta-analysis (Jones and Dindia, 2004), the tendency of males to verbally dominate in classrooms is well documented from elementary through graduate education. However, many studies have found no in-class participation gender gaps, suggesting that other classroom or population characteristics likely influence the presence and size of gender gaps (Jones and Dindia, 2004; Rocca, 2010). For example, Canada and Pringle (1995) saw female participation decrease as the percentage of males in the classroom increased during the transition of a women's college into mixed-sex education, suggesting that the sex ratio in a classroom may be important. Results from studies investigating the effect of instructor gender on participation gender gaps vary widely, with some studies finding interactions and others finding no difference (Jones and Dindia, 2004). Fritschner (2000) found that females participated less than males in introductory courses but not in upperlevel courses, suggesting course level may be important. Student characteristics other than gender could also have important effects on whether or not students participate. Jurik et al. (2013) found that high interest correlated with high participation, and the male students were more interested in the subject and thus participated more than the females.

Few studies on in-class participation gender gaps have been performed in the biological sciences specifically. Eddy et al. (2014) found that females participated less than their male peers in large introductory biology courses. A study in Norway found a similar participation gap in favor of males in introductory biology, even though this country has one of the highest ratings for gender equality in the world (Ballen et al., 2017). However, both of these studies focused solely on introductory courses. Ballen et al. (2019) investigated the effect of a variety of classroom characteristics on gender disparities in participation and found that class size had the largest impact. Although not in a classroom, Carter et al. (2018) found that female scientists were less likely to ask questions during academic biology seminars. Thus, more studies are needed on in-class participation in the life sciences, especially in non-introductory undergraduate classes.

## Performance

While gender achievement gaps are well documented in more quantitative STEM fields such as physics (Lorenzo et al., 2006; Pollock et al., 2007; Kost et al., 2009; Kost-Smith et al., 2010; Kreutzer and Boudreaux, 2012; Madsen et al., 2013), fewer studies have been conducted regarding academic performance gaps in biology, and those that have been done give conflicting results. Ballen et al. (2018) found that females in lower-division biology classes underperformed compared with their male peers on high-stakes exams, but they earned higher scores on non-exam assignments. These gender gaps in favor of males on exam performance increased with class size. In a 13-year study in Michigan, female students averaged lower grades than their male peers in life sciences courses (Creech and Sweeder, 2012). Eddy et al. (2014) found a small yet consistent performance gap in favor of male students on exams in introductory biology courses. However, Lauer et al. (2013) found no gender gap in performance in biology classes when analyzing final grades and normalized learning gains on concept inventories. Wright et al. (2016) found that males performed significantly better than female peers as average Bloom's level increased on biology exams. Finally, Willoughby and Metz (2009) found mixed evidence for performance gender gaps in biology courses depending on how learning gains were calculated.

Researchers have also investigated whether instructor gender impacts the relative performance of male versus female students with conflicting results. In a business statistics class, students with the same gender as their instructor performed significantly better than students of the opposite gender (Haley et al., 2007). Hoffmann and Oreopoulos (2009) looked at the interaction between student gender and instructor gender and its effect on course grades at the University of Toronto. They found a small effect of this gender interaction, but it was primarily due to male students underperforming in the social sciences when taught by a female instructor; performance gender gaps in math and science were negligible. A study conducted at the U.S. Air Force Academy found that females performed significantly worse than equally prepared male peers in math and science, but these gender gaps disappeared when there was a female professor (Carrell et al., 2010). In that study, the high-est-performing females seemed to benefit from female instruction the most, and males were not affected. In biology specifically, Eddy et al. (2014) found that achievement gaps in an introductory course were reduced in classes that were taught solely by female instructors.

## Our Population

Gender gaps in STEM fields are likely to differ by population. Our study was conducted at a religious institution associated with the Church of Jesus Christ of Latter-Day Saints, so we were interested in how this culture would impact STEM gender gaps. A study conducted by Jensen and Jensen (1993) found that individuals with high religiosity were more likely to value the traditional female role in the home and that members of the Church of Jesus Christ of Latter-Day Saints were more likely to value this traditional role than Catholics or Protestants. Other studies have found that, in some populations, when female students attended a religious school or had a mother with more traditional gender ideologies, they were less likely to choose a male-dominated field such as STEM disciplines
(Rich and Golan, 1992; Steele and Barling, 1996). Similarly, Crawford (1978) found that females with more rigid views about gender roles were less likely to choose more male-dominated professions. Based on these studies, we hypothesized that gender gaps in STEM fields, including biology, might be larger in our population than in nonreligious institutions.

In this study, we aim to add to the growing body of literature about participation and performance gender gaps in undergraduate biology classrooms. Our study is unique, because we are quantifying both in-class participation and academic performance gender gaps, attempting to predict the size of these gender gaps, and including the participation gap as a possible predictor of the academic performance gap. We are also looking at all undergraduate class levels, rather than focusing on introductory courses, and focusing on a unique population with less diverse faculty and a student body that potentially holds more conservative ideas about gender roles.

## Research Questions

1. Are male or female students more likely to participate in life sciences courses, and how large are in-class participation gender gaps?
2. What classroom characteristics predict the size of the in-class participation gap?
3. Are male or female students more likely to earn higher course grades in life sciences courses, and how large are these academic performance gender gaps?
4. Can classroom characteristics (including in-class participation gaps) be used to predict the size of the academic performance gender gap?
5. Are student gender, instructor gender, and an interaction between the two predictive of final course grades?

## METHODS

## Ethics Statement

Written consent was obtained from all course instructors, and permission for use of human subjects was obtained from the Brigham Young University Institutional Review Board (IRB).

## Description of Classes

Data were collected from 34 classes (all taught by different instructors; see Supplemental Material for data set) in the College of Life Sciences of a large, private university: 10 during Winter semester 2015, eight in Spring 2015, six in Fall 2015, six in Winter 2016, and two in Spring 2016. Eighteen of the courses were taught by male instructors, and 16 were female-instructed. The gender ratios of our faculty sample (almost $50 \%$ female) do not represent the gender ratios of all life sciences faculty at the university ( $\sim 15 \%$ female). However, we observed as many female instructors as possible, because we were specifically interested in the effects of instructor gender and wanted adequate statistical power. We included nine 100-level classes, five 200-level classes, sixteen 300-level classes, and four 400-level classes. Courses were only selected if they had a class size under 200, because it was difficult to accurately record participation events for classes larger than this. The largest class we included had about 160 attending students. Courses were observed at a variety of times throughout the semester based on student observers' schedules. Some were observed only early in the
semester, some were observed only late in the semester, and some observations were spread out across the semester. This lack of consistent timing of observations is one weakness of our observation method.

Observation data were generally consistent across semesters, even though Spring terms are half as long as normal semesters. However, Winter semester of 2016 had larger class sizes than the rest of the semesters (one-way analysis of variance [ANOVA] with Tukey's posttest, $p=0.004$ ), and Spring term of 2016 had the most active classrooms (class activity estimated as the number of times in a class period that the students talked to a neighbor or worked in groups; one-way ANOVA with Tukey's posttest, $p=0.009$ ). It is unlikely this impacted our overall conclusions, but we included class size and classroom activity (as two variables: number of times the instructor asked the class a question and number of times the students worked in groups) as possible predictors in all regression analyses to account for these differences. Furthermore, we considered including semester as a random effect in all mixed model analyses, but it was ultimately not included, because it failed to improve the model.

Course syllabi were used to determine how much classroom participation was factored into the course grade for each class. Two researchers (E.G.B. and S.R.) read the participation policy for each course and coded it from one to six, with higher numbers indicating that the instructor placed a heavier emphasis on classroom participation:

1. Participation did not count toward the grade at all.
2. Participation was graded for a few important days during the semester.
3. Participation was graded periodically through the semester.
4. Participation points were collected daily through attendance, but these points were not formally considered in the course grade.
5. Participation points were collected daily, and these points were part of the course grade (participation did not have to be verbal: e.g., students were required to participate via writing or a response system).
6. Participation points were collected daily, and these points were part of the course grade (students needed to speak up in class to get the points).

If the two researchers classified a course differently, they discussed until they came to agreement. In the end, the degree to which participation was required did not show up as a significant predictor in any of our regression models (see Results), so our categorization scheme described here did not impact any of our conclusions. We also considered placing category 4 right after category 1 (because participation did not impact course grades). However, when the participation categories were ordered in that way, the degree to which participation was required was still not predictive in any of our models.

## Participation

Data Collection. Most classes were observed three times, but the classes taught by instructors M15 and F11 were only observed twice due to scheduling difficulties. See the Supplemental Material for the data set. Pairs of student researchers (always one male and one female) sat in the back of the
classroom, each with a map of the room. The observers first labeled each occupied seat with the student's gender ${ }^{2}$ (male or female), then throughout the class they marked every participation event for each student. Participation events included: hand raised, hand called on (student commented, asked a question, or answered a question), student called out without raising his or her hand ("call out," student commented, asked a question, or answered a question), student was called on by the instructor (nonrandom call), and student was called on by the instructor (random call). Students volunteering for activities that were not subject related were also recorded, but these were rare enough that we were not able to analyze these events further. As a limited way of quantifying the amount of student-centered pedagogy in the classroom, observers also recorded each time the instructor invited different kinds of participation: asking a question to the class or initiating some type of group work (think-pairshare or longer/larger group activities).

The two researchers recorded their observations separately during the class period. Immediately after the observation ended (so it was still fresh in their minds), the two researchers would meet and compare their classroom maps. For each difference in their map, the observers would discuss until they came to an agreement about what truly occurred. Then the data were officially recorded. Because observers modified their maps after coming to agreement, we cannot calculate interrater reliability statistics on the original data. Differences between observers were rare, but not having interrater reliability statistics is definitely a limitation of our study.

Gender Differences in In-Class Participation (Research Question 1). For statistical analyses in which classroom was the statistical unit ( $n=34$ classrooms), results from two or three observations were averaged to give one value for each class. For some analyses, all verbal participation events were pooled regardless of whether the student called out, was called on after raising his or her hand, or was selected by the instructor (termed "verbal participation"). A student raising his or her hand without getting called on was not considered verbal participation.

When classrooms were analyzed individually, the binomial exact test was used to test deviations from expected gender distributions. These expected distributions were determined by the average gender ratios of students in attendance for the two or three observations. Because the number of participation events was the statistical unit, participation results from the two or three observations were summed. Due to the large number of tests, we corrected $p$ values for multiple comparisons (Benjamini and Hochberg, 1995) using a false discovery rate less than 0.05.

Predicting In-Class Participation Gender Gaps (Research Question 2). To compare male and female participation rates, we calculated the participation rate ratio (female/male) as the

[^1]average rate of female participation divided by the average rate of male participation (i.e., [number of female participation events/number of female students]/[number of male participation events/number of male students]). Thus, a participation rate ratio $=1$ suggests that male and female students were equally likely to participate in class (e.g., both males and females participated 1.2 times per class on average). A participation rate ratio $<1$ suggests that females were less likely to participate than males (e.g., if females participated 0.6 times per class on average, and males participated 1.2 times per class on average, the participation rate ratio $=0.5$, suggesting females participated at half the rate of males). Finally, a participation rate ratio $>1$ suggests that females were more likely to participate than males (e.g., if females participated 1.2 times per class on average, and males only participated 0.6 times per class on average, the participation rate ratio $=2$, suggesting females participated at twice the rate of males).

Linear mixed models were used with observation as the statistical unit. Models were selected using Akaike's information criterion corrected for small sample sizes (AICc). Models within an AICc of 2 were considered equivalent, and if they were within 2, the model with the fewest number of parameters was chosen as the best model. All analyses were performed using the linear mixed models function in IBM SPSS Statistics (v. 25). In brief, we generally used the method described by Theobald (2018) for all linear mixed models:

1. First, all possible fixed effects were included, and restricted maximum likelihood estimation was used to select random effects. The random effects included in the best-fitting model were retained for the rest of the analysis. (We considered including random intercepts for classroom and semester. In all cases, including a random intercept for each classroom improved the model, but including semester as a random effect did not. Thus, we only retained classroom as a random effect in our final models.)
2. Random effect inclusion (classroom) or exclusion (semester) was validated by calculating the intraclass correlation coefficient (ICC) of each random effect in an empty model.
3. Fixed effects were then selected using maximum likelihood estimation.
4. Finally, the best model was refit using restricted maximum likelihood estimation to get the most precise parameter estimates.

For all mixed models, only statistics from step 4 are included in the main text, but results of steps 1-3 are included in the Supplemental Material.

## Academic Performance

Data Collection. For the same classes that were observed, we obtained final course grades from the university registrar's office. The data were de-identified except for gender ${ }^{3}$ and ACT score. Three courses (M1, F1, and F16) were not included in the academic performance results, because they had fewer than

[^2]five students of at least one gender enrolled in the course, and the registrar's office protects information for groups that small. Thus, $n=31$ for analyses of performance.

Analysis of Academic Performance Gender Gaps in Individual Classes (Research Question 3). Average adjusted grades were obtained from estimated marginal means after a two-way analysis of covariance (classroom $\times$ student gender with ACT score as a covariate; $n=1949$ students).

The independent-samples $t$ test was then used to compare the adjusted final course grades of male versus female students for each class individually.

Predicting Classroom Gender Gaps in Academic Performance (Research Question 4). Performance gender gaps in adjusted grades were calculated for each classroom $(n=31)$ : performance gender gap = average adjusted female grade average adjusted male grade. When attempting to predict performance gender gaps, we nested our data by semester (unlike our other regression analyses, there is only a single value for each class in this case). Because grouping classes by semester did not explain variance in our data (semester ICC $=0.0$ in an empty model), mixed model regression was not needed. Thus, stepwise multiple linear regression was performed to predict performance gender gaps. Variables were entered in the model if $p<0.05$ ( $F$-test), and variables were later removed if $p>0.1$ ( $F$-test).

Predicting Course Grades (Research Question 5). In this analysis, student was the statistical unit ( $n=1949$ students). Final course grades were not adjusted, because ACT was used as a predictor directly in the analysis. For our results to be more easily compared with other studies, grades on the four-point scale were standardized overall (based on the distribution of all classrooms combined) and grade $z$-scores were targeted using mixed model regression. We used the same linear mixed model protocol as described earlier for research question 2. Again, classroom was included as a random effect to account for grading style differences between classrooms.

## RESULTS

## Participation Gender Gaps (Research Question 1)

When we average results from all 34 observed life sciences classes, females were less likely to verbally participate in class than their male peers, with an average of $32 \%$ of males and $22 \%$ of females participating at least once (Figure 1A). Males were also more likely to be classified as "talkers" or verbally participate more than one time during a class period (Figure 1B). On average, males also had a higher verbal participation rate (number of verbal participation events/number of students; 0.77 average) compared with their female peers ( 0.43 average; Figure 1C). Our null hypothesis was that males and females are equally likely to participate; thus the fraction of female participation would be equal to the fraction of females in attendance. However, when we compared different types of participation with attendance fractions (Figure 2A), females were less likely to be heard verbally in the classroom, raise their hands, and call out than we predicted based on attendance. Because males were more likely to be talkers (see Figure 1B), we redid the analysis of Figure 2A to only count a participation


FIGURE 1. Males participate verbally more than females during class. (A) The average fractions of male vs. female students who verbally participated in class at least once during a class period (number of male students who participated/total number of males; number of female students who participated/total number of females) were compared by paired $t$ test ( $p<0.0001, n=34$ classes). (B) The average fractions of male vs. female students who verbally participated in class more than once during a period (number of male students who participated more than once/total number of males; number of female students who participated more than once/total number of females) were compared by paired $t$ test ( $p=0.002, n=34$ classes). (C) The average verbal participation rate was calculated as the number of verbal participation events divided by the number of students, and verbal participation of male vs. female students was compared by paired $t$ test ( $p=0.0001, n=34$ classes). Error bars represent SEM.
event if it was the first time a student participated, thus ignoring the effect of talkers in the classroom. This was done separately for each participation type (i.e., students were only counted the first time they performed that specific participation type, but they may have previously participated in a different way). As shown in Figure 2B, we see that female students were still less likely to participate verbally overall, raise their hands, and call out compared with their male peers.


FIGURE 2. Females are less likely to participate verbally, raise their hands, and call out even when the effect of talkers is removed.
(A) Average female fraction of students in attendance (dark) was compared with the average female fractions of verbal participation, hands raised, and call-outs (light) from classroom observations. The female fractions of all three participation types were distinguishable from the female fraction of students in attendance by repeated-measures one-way ANOVA with Dunnett's posttest ( $p<0.001$ and $n=34$ classes for each comparison). (B) Data from A were recalculated to only count each student's first participation event. Female fractions of verbal participation, hands raised, and call-outs were each compared with the female fraction of students in attendance by repeated-measures one-way ANOVA with Dunnett's posttest ( $p<0.001$ and $n=34$ classes for each comparison). Boxes indicate quartiles, and whiskers show full range of data.

We wondered whether differences in the likelihood of instructors to call on male versus female students could explain (at least partially) the gap in verbal participation. To determine whether instructors were treating male and female students equally, we calculated the call rate (average number of times called on/number of times hand raised) for male versus female students in each classroom. Overall, the average male call rate (89.7\%) was indistinguishable from the average female call rate ( $89.5 \%$ ) by paired $t$ test ( $p=0.93, n=34$ classrooms, unpublished data). Unequal treatment of males versus females could also be investigated by examining the rate at which instructors called on male and female students without the students raising their hands. True random call was only used in one of the classes we observed, but 14 out of the 34 instructors occasionally called on students nonrandomly without the students raising their hands. However, in all 14 classes, the number of nonrandom call events was too few to confidently assess whether the ratio of males and females called on deviated from expected frequencies based on attendance (unpublished data). Overall, we did not find evidence to suggest that our observed gaps in verbal participation could be attributed to explicit unequal treatment of males versus females by the instructors.

We found no interesting differences between males and females in terms of what types of verbal participation they offered. Both males and females were much more likely to ask
and answer questions than they were to make a comment. Overall, $48.7 \%$ of female verbal participation was answering questions, $5.5 \%$ was commenting, and $45.8 \%$ was asking questions. This did not differ from the types of participation performed by male students: $46.5 \%$ answering, $5 \%$ commenting, and $48.5 \%$ asking (chi-square test for goodness of fit, $p=0.36$ ).

When observed classes were analyzed individually, gender gaps in participation varied substantially from class to class. Female attendance is compared with female verbal participation for each class in Figure 3, with male-instructed classes shown in panel A and female-instructed classes shown in panel B. There were 11 classes in which females were less likely to participate than males (binomial exact test with adjustment for multiple comparisons, significance shown with asterisks in figure), one class in which females were more likely to participate than males (M4), and the null hypothesis was retained for the rest of the classes. Comparing female fraction of hands raised or female fraction of callouts to attendance yielded similar results (unpublished data), although differences between these types of participation and female attendance were less likely to be significant via the binomial exact test, because the overall number of events was lower than total verbal participation.

Predicting Participation Gender Gaps (Research Question 2) Because participation gaps varied from class to class, we used linear mixed models to try and predict the gender gap in total


FIGURE 3. Participation gender gaps vary by classroom. For each classroom, the fraction of females in attendance was averaged across all observations, and the fraction of verbal participation events was calculated based on the sum of all observations (total number of female verbal participation events/total number of verbal participation events). Classes taught by a male are shown in $A$, and classes taught by a female are shown in B. The binomial exact test was performed for each classroom to determine whether gender ratios of verbal participation (light) deviated from expected frequencies (gender ratios in attendance; dark), and significant results are shown with asterisks after adjusting for multiple comparisons as described in the Methods (* $p<0.05$; ** $p<0.01$; *** $p<0.001$; **** $p<0.0001$; $n=15-206$ verbal participation events). Error bars on averages represent SEM.

TABLE 1. Student gender ratios predict verbal participation gender gaps, with more females predicting more female participation

| Parameter | Relative variable importance | Included in best model? ${ }^{\text {a }}$ | Regression coefficient $\pm$ SE |
| :--- | :---: | :---: | :---: |
| \% Female students in attendance | 0.74 | Yes | $0.716 \pm 0.333$ |
| Upper-level course (300 or 400 level) | 0.34 | No |  |
| Class size | 0.30 | No |  |
| Female instructor | 0.25 | No |  |

${ }^{\text {a }}$ The best model also includes a random effect to allow for a random intercept for each class: ( 1 |Classroom).
verbal participation. The gender gap in verbal participation was estimated for each observation by taking a ratio of the average female verbal participation rate over the average male verbal participation rate, with numbers lower than 1 suggesting the females participate less than males (see Methods). First, we considered course characteristics that instructors cannot control as possible predictors: class size, upper-level course ( 300 or 400 level), instructor gender, and the percentage of female students in attendance. As shown in Table 1, only the percentage of female students in attendance was retained as a fixed effect in the best model, with females being more likely to participate when there was a greater percentage of females in attendance (see Methods for description of statistical methods and Supplemental Tables S1 and S2 for detailed model selection results). A random intercept for each classroom was also included (validated by an ICC of 0.25 ). The resulting best model is shown in Equation 1.

$$
\begin{align*}
& \text { Verbal participation rate ratio }\left(\frac{\text { Fem }}{\mathrm{Mal}}\right) \\
& \quad=\text { Perc.Fem }+(1 \mid \text { Classroom }) \tag{1}
\end{align*}
$$

Next, we considered course characteristics that are controlled by the instructor: overall call rate (average number of hands called on/number of hands raised), number of questions asked by the instructor, degree to which classroom participation is required for course credit (see Methods), and number of times students were asked to work in groups during class. As shown in Table 2, only overall call rate was included in the best model, and a high overall call rate predicted more female verbal participation (see Methods for a description of statistics and Supplemental Tables S3 and S4 for detailed model selection results). Again, a random intercept for classroom was included in the best model (see Equation 2).

Verbal participation rate ratio $\left(\frac{\mathrm{Fem}}{\mathrm{Mal}}\right)$
= Ov.Call.Rate + (1| Classroom)

Thus, the percentage of females in attendance and the overall call rate by the instructor were the only course characteristics that could be used to predict verbal participation gender gaps. The relationship between these predictors and the verbal participation rate ratio (Fem/Mal) are shown visually in Figure 4 (predicted values from Equations 1 and 2 are plotted on the $y$-axis).

## Academic Performance Gender Gaps (Research Question 3)

Final course grades were obtained for each observed classroom that had at least five males and five females enrolled, and results varied by classroom. As shown in Figure 5A, the difference in average male and female grades was only significant in two male-instructed classrooms when analyzed individually (M12 and M15, although it was close to significant in M17 as well). However, when data from all male-instructed classes were considered together (one-sample $t$ test of Figure 5B), there was a small but consistent gender performance gap in favor of male students (the average female grade was 0.18 points lower than the average male grade on the four-point scale, which is 0.20 SD ). This same effect was not seen in female-instructed classes (Figure 5, C and D), where no classrooms had a significant gender performance gap and no consistent trend was observable (the average female grade was 0.05 higher than the average male grade, which is 0.05 SD , but not significant by one-sample $t$ test).

## Predicting Academic Performance Gender Gaps (Research Questions 4 and 5)

Due to the variability from classroom to classroom, we attempted to predict classroom performance gaps using multiple linear regression. Our target variable was the classroom performance gender gap, calculated as female average grade minus the male average grade after adjusting grades for ACT score (see Methods); thus, a positive number indicates females outperform male peers, while a negative number indicates females underperform compared with their male peers. Possible predictors included course characteristics instructors cannot control (upper-level course, class size, percentage of

TABLE 2. Increased overall call rate positively predicts female verbal participation

| Parameter | Relative variable <br> importance | Included in best <br> model?a | Regression coefficient <br> $\pm$ SE |
| :--- | :---: | :---: | :---: |
| Overall call rate (number of hands called on/number of hands raised) | 0.93 | Yes | $0.995 \pm 0.375$ |
| Number of times students worked in groups | 0.46 | No |  |
| Number of questions asked by instructor | 0.36 | No |  |
| Participation required for course credit | 0.27 | No |  |

${ }^{\text {a }}$ The best model also includes a random effect to allow for a random intercept for each class: ( 1 Classroom).


FIGURE 4. Higher female attendance and overall call rate predict greater female verbal participation. The verbal participation rate ratio was calculated as the female participation rate (number of verbal events/number of students) over the male participation rate. This rate ratio was predicted separately using classroom characteristics instructors have no control over (A) or variables instructors do control (B). The best linear mixed models included classroom as a random effect as well as fraction of females in attendance (A) or overall call rate (average number of times called on/number of times hand raised; B) as fixed effects. These two models generated the predicted verbal participation rate ratio (Fem/Mal; $y$-axis). The regression coefficient of fraction females in attendance was $0.716 \pm 0.333$, and the coefficient for overall call rate was $0.995 \pm 0.375$ (mean $\pm \mathrm{SE}, n=100$ observations from 34 classrooms).
females in attendance, and instructor gender), course characteristics under the control of the instructor (overall call rate, number of instructor questions, degree to which participation is required in the course grade, and number of times students worked in groups), and verbal participation gaps. A stepwise regression method was used, allowing predictors to be added to the model when $p<0.05$ and removed from the model when $p>0.1$. The first predictor to significantly predict academic performance gaps was having a female instructor (see Table 3, model 1). This model explained $\sim 36 \%$ of the variation in classroom performance gaps, with a female instructor positively predicting female performance. When the percentage of females in attendance was added as a predictor, the model could now explain $\sim 57 \%$ of the variation in performance gaps (see Table 3, model 2; $n=30$ ), and more females in attendance predicted better female performance. These results are represented visually in Figure 6, with male-instructed classes shown as dark circles and female-instructed classes shown as light diamonds. No other predictors were able to significantly predict performance gender gaps, leaving Equation 3 as our final model.


FIGURE 5. On average, male-instructed classes exhibit a performance gender gap in favor of males, but female-instructed classes do not. (A) Average grades (adjusted for ACT score) are shown for male (dark) and female students (light) in each observed male-instructed class (instructor ID numbers on $x$-axis). When analyzed individually, two classes had significant gender gaps (independent-samples $t$ tests; M12: $p=0.04, n=182$; M15: $p=0.02, n=155$; rest of classes: $n=19-97$ students). (B) Performance gender gaps in all male-instructed classes were averaged, and females significantly underperformed their male peers (one-sample $t$ test, $p=0.001, n=17$ classes). (C) Average ACT-adjusted grades are shown for the female-instructed classes, and no performance gender gaps were significant when classes were analyzed individually (independent-samples $t$ tests, $n=21-190$ students). ( $D$ ) When all female-instructed classes are averaged, there is no significant achievement gap (one-sample $t$ test, $p=0.48, n=14$ classes). Error bars represent SEM.

TABLE 3. Results of stepwise multiple linear regression with performance gap as target

| Model | $R^{2}$ | Adjusted $\mathrm{R}^{2}$ | Significance (change in $R^{2}$ ) | Variable | B (coefficient) | $\mathrm{SE}_{\text {B }}$ | $\beta$ (standardized coefficient) | $p$ value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.380 | 0.358 | <0.0001 | (Intercept) | 0.106 | 0.053 | 0.617 | 0.054 |
|  |  |  |  | Female instructor | 0.291 | 0.070 |  | <0.0001 |
| 2 | 0.602 | 0.573 | 0.001 | (Intercept) | -0.240 | 0.099 | 0.538 | 0.022 |
|  |  |  |  | Female instructor | 0.254 | 0.058 | 0.478 | <0.0001 |
|  |  |  |  | Percent female in attendance | 0.750 | 0.193 |  | 0.001 |

Gender gap in academic performance $=$ Fem.Inst + Perc.Fem
The regression results of Table 3 were obtained after excluding instructor F8. The performance gender gap in this instructor's classroom was 2.5 SDs from the mean for all instructors, so it could be considered an outlier under some definitions. When instructor F8 is included in the multiple linear regression analysis, female instructor and percentage of females in attendance were still the only two variables that significantly predicted gender gaps in performance, but the models explained less of the variance (see Supplemental Table S5 for adjusted $R^{2}$ values and other detailed results when instructor F8 is included; $n=31$ classrooms). Thus, we feel confident that instructor gender and percentage of females in attendance are significant predictors of performance gender gaps in our population.

There are three possible explanations for the closing of a performance gender gap in courses with a female instructor and/or a large percentage of females in attendance seen in Figure 6: (1) female performance benefits, (2) male performance suffers, or (3) both are true. We took two different approaches to distinguish among these three possibilities. First, we repeated the multiple linear regression just described, but we predicted ACT-adjusted male grades and ACT-adjusted female grades separately (as opposed to predicting the difference between the two). Female instructor and percentage of females in attendance were both significant predictors of increased female performance ( $p=0.045$ and 0.034 , respectively, adjusted $R^{2}=0.242$ ), but a model with these two predictors could not significantly predict male performance (see full results in Supplemental Table S6).

Second, we performed linear mixed models to predict student course grades (converted to $z$-scores). Possible predictors included ACT score (ACT), instructor gender (Fem.Inst), student gender (Fem.Stud), and an interaction between instructor gender and student gender (Fem.Inst*Fem.Stud). As shown in Table 4, ACT score and an interaction between instructor and student gender were retained in the best model (see Methods for description of statistics and Supplemental Tables S7 and S8 for detailed model selection results). A random intercept for classroom was also included to account for student grouping within classes (even though the ICC was only 0.05 , including this random effect still improved our model significantly). The resulting best model is shown in Equation 4.

Student course grade $z$ - score

$$
\begin{equation*}
\text { = ACT + Fem.Inst*Fem.Stud + (1| Classroom }) \tag{4}
\end{equation*}
$$

Predicted course z-scores from this model are shown visually in Figure 7. Based on this analysis, female students benefit by having a female instructor, but male students are not affected.

Based on the results of Table 4 and Figure 7, we conclude that the reduction in the performance gender gap with a female instructor and/or more females in attendance is due to the female students benefiting rather than any impairment of male students.

## DISCUSSION

## Participation (Research Questions 1 and 2)

We found that females participated less than their male peers on average in life science classes at a large private university (Figures 1 and 2), but the results did vary by classroom (Figure 3). Our results generally matched those found by Eddy et al. (2014) and Ballen et al. (2017), in that females participated less than expected on average, and some classes had larger gaps than others; however, we saw a smaller average gap in verbal participation $(\sim 10 \%$ less than the percentage of females attending; see Figures 2 and 3) compared with these two studies ( $\sim 20 \%$ less than percentage of females attending). We had hypothesized that we would see larger participation gaps due to our religiously conservative population, so this surprised us.

There are at least two possible explanations as to why our gender gap effect size was smaller than previous studies. First, it is possible that gender gaps in participation are simply smaller


FIGURE 6. Performance gender gaps are predicted by instructor gender and percentage of females in attendance. The gender gap in performance was calculated for each class as female average grade minus the male average grade (ACT adjusted). These performance gaps are plotted against percent female students in attendance, with male-instructed classes shown with dark circles and female-instructed classes shown with light diamonds. Simple linear regression was performed on male- and female-instructed classes separately to yield the dark and light lines. The slopes of these best-fit lines were indistinguishable ( $p=0.30$ ), but the intercepts were significantly different ( $p=0.0002, n=30$ ). If instructor F8 (an outlier) had been included, the slopes would still be equivalent ( $p=0.28$ ), and the female-instructed classes would still have a higher intercept ( $p=0.015, n=31$ ).

TABLE 4. Student performance (course grade $z$-scores) can be predicted by ACT score and an interaction between student gender and instructor gender

| Parameter | Relative variable <br> importance | Included in <br> best model? |  |
| :--- | :---: | :---: | :---: |
| ACT score | 1.00 | Regression <br> coefficient $\pm$ SE |  |
| Instructor gender*student gender | 0.95 | Yes | $0.076 \pm 0.006$ |
| (Reference: Female instructor*female student) |  |  |  |
| Male instructor*male student |  |  | $-0.062 \pm 0.107$ |
| Male instructror*female student |  |  | $-0.253 \pm 0.110$ |
| Female instructor*male student | 0.51 | No | $-0.054 \pm 0.069$ |
| Student gender | 0.50 | No |  |
| Instructor gender |  |  |  |

${ }^{\text {a }}$ The best model also includes a random effect to allow for a random intercept for each class: ( $1 \mid$ Classroom).
in our population. This would contradict our original hypothesis, which was informed by studies that suggest that religious education and deeply held beliefs about traditional gender roles can keep females out of STEM fields (Rich and Golan, 1992; Steele and Barling, 1996). Perhaps the focus the Church of Jesus Christ of Latter-Day Saints places on public speaking in church services (for men, women, and children) makes females more comfortable speaking up in class than is common in other cultures (Ludlow, 1992). Qualitative research investigating female students' experiences would be needed to investigate this possibility. Second, our smaller gap could simply be attributable to differences in our methodology compared with previous studies. We observed smaller classrooms (fewer than 160 attending students) than previous studies (up to 900 students), and we observed all course levels, not just introductory classes. While class size was not a significant predictor in our models of verbal participation gaps, it might have been if we had observed large enough classes. However, "upper level" was not a significant predictor of participation gender gaps, so we did not find evidence to support the idea that introductory courses have larger gender gaps in participation.

Previous studies on participation gender gaps in biology did not account for talkers, or students who participate multiple times in a class period. If males are more likely to be talkers than females (as we found in Figure 1B), then it is possible that participation gender gaps found previously were caused by only a few students. However, as shown in Figure 2B, our observed gender gaps in participation were still significant (and of comparable size) when students were only counted the first time they participated. Thus, the tendency of female voices to be heard less than voices of their male peers in a biology classroom cannot be accounted for by a few vocal students only.

As our study was only observational, it is difficult to provide commentary on causal factors behind these gender gaps in participation. However, we tried measuring different variables related to classroom environment and teaching methods to see whether they were related to participation gender gaps. First, we found no evidence that instructors were explicitly favoring male students, as on average, instructors called on $\sim 90 \%$ of students regardless of student gender.

Second, we looked at class characteristics that instructors have no control over (course level, class size, percentage of females in attendance, and the instructor's gender), and the percentage of females in attendance was a positive predictor of female participation (Table 1 and Supplemental Table S2). This
complements the findings of a study that saw female participation go down after transitioning from an all-girls school to mixed-sex education (Canada and Pringle, 1995), but to our knowledge, this is the first time this effect has been shown in biology courses specifically. Perhaps we saw this when other studies did not simply because we had more variance in our attendance ratios than past studies (Eddy et al., 2014; Ballen et al., 2017, 2019). It is also possible that having female peers is more important for female students in more conservative populations. Course level, class size, and instructor gender were not significant predictors of participation gaps in our population. Eddy et al. (2014) and Ballen et al. (2019) similarly found no effect of instructor gender on participation gender gaps. Interestingly, we did see significantly more participation overall in female-instructed classrooms (unpublished data), but this had no impact on the participation gender gap, because male and female students were both more likely to participate with a female instructor. Ballen et al. (2019) reported that class size had the largest impact on participation gender disparities (with females participating less in large classrooms). They had greater variability in class size in their sample than we did, so


FIGURE 7. Female instruction is predictive of higher course grades for female students. Course letter grades were obtained for 1949 students in 31 classes, converted to the four-point scale, then converted to standardized scores (z-scores) based on the distribution of all grades overall. These $z$-scores were then modeled using a linear mixed model containing ACT score and an instructor gender*student gender interaction as fixed effects and classroom as a random effect. This model was then used to generate predicted course grade $z$-scores ( $y$-axis), presented here by instructor and student gender. Error bars represent SEM.
we might have found the same thing if we had sampled larger classrooms.

Third, we assessed classroom variables that instructors do control (overall call rate, degree to which participation is required, number of questions instructors ask, and number of times students worked in groups). Only overall call rate was a significant predictor of gender gaps in participation: Increased female participation was predicted by the instructor calling on more of the raised hands (Figure 4, Table 2, and Supplemental Table S4). This could suggest that females are more likely to raise their hand and speak up if they do not have to compete to be called on, that is, if there is a high probability the instructor will choose them. We did not see significant reductions in participation gender gaps if classrooms were more student centered; however, we counted the number of times students were asked questions and/or told to work in groups rather than quantifying the amount of time students actually spent talking and working on such tasks. It is possible that we might have obtained different results had we evaluated teaching methods more thoroughly, and this should be done in future studies. Ballen et al. (2019) accounted for teaching methods by quantifying both the number of student-instructor interactions per class and the diversity of those interactions, but they likewise did not find significant impacts on participation gaps.

Other elements of classroom culture that are difficult to measure and quantify could also contribute to differences in the ratio of male and female voices heard in biology classrooms. For example, we cannot rule out effects of implicit gender biases of instructors and students. Implicit bias theory suggests that individuals do not always have conscious, intentional control over what motivates their actions (Greenwald and Krieger, 2006). For example, in a randomized double-blind experiment, science faculty rated a male job applicant as more competent than a female applicant, even though the applications were completely identical other than gender (Moss-Racusin et al., 2012). In that study, pre-existing subtle bias against women was predictive of less support for the female candidate. In our study, it is possible that instructors' implicit gender biases contributed to a classroom culture that decreased female students' sense of belonging, or female students' own implicit gender biases could have made them feel like they did not belong. Sense of belonging has been found to be associated with both the degree to which instructors encourage participation and the degree to which students participate in class (Finn and Cox, 1992; Goodenow and Grady, 1993; Freeman et al., 2007). We were not able to assess our participants' implicit gender biases or their sense of belonging; however, these subtle factors should be investigated in future studies on gender gaps in in-class participation.

## Academic Performance (Research Questions 3-5)

Gender differences in final course grades were not as dramatic as those in participation in our population, and they varied by classroom (Figures 5 and 6). Thus, we were interested in class characteristics that could predict the size of gender gaps. Variables that reflect instructors' teaching style (overall call rate, the number of times instructors posed questions to the class, the number of times instructors had students work in groups, and participation grading policies) were considered as possible predictors of classroom performance gender gaps, but none significantly improved the regression model (Table 3). Other choices
instructors make about their course could impact gender differences in achievement. For example, Wright et al. (2016) found that males perform better than females on exams that include items requiring higher-order cognitive skills, whereas they found no gender gap on exams merely testing lower-order cognitive skills. The weighting of high-stakes assignments (e.g., exams) versus low-stakes assignments (e.g., homework) has also been found to affect achievement by gender, with males earning more high-stakes points and females outperforming on low-stakes points (Ballen et al., 2018). In this study, we were limited to collecting only final course grades from the registrar's office. In addition, we did not have information about what types of exams were given in each class, nor did we know the breakdown of the weighting of different types of assignments for final grade calculations. It is possible that these variables might have been able to predict performance gender gaps had we been able to include them in our regression analysis, and we would like to test this more explicitly in the future.

We did find that gender gaps in performance were influenced by instructor gender (Figures 5-7 and Tables 3 and 4). In male-instructed classes, female students earned final course grades $0.1-0.2$ SD lower than their male peers on average; the size of the gap varied based on whether gender gaps were calculated by classroom (Table 3 and Figures 5 and 6; 0.2 SD) or student grades were targeted with ACT, gender, and classroom as regression factors (Table 4 and Figure 7; 0.1 SD). Lauer et al. (2013) found no gender gap in achievement in final introductory biology course grades, but the class they used was taught by a female instructor, so our results align well. Our effect size is comparable to existing studies that did see gender gaps in performance. Carrell et al. (2010) found that female students scored 0.15 SD lower than males when randomly assigned to a math or science class taught by a male instructor. Eddy et al. (2014) reported a 0.2 SD gap in favor of males on introductory biology exams.

Here we report that having a female instructor closed the performance gender gap, with females performing equally with (or perhaps even outperforming) male peers on final course grades (Figures 5-7). Other studies have also seen female student scores increase with female instruction, but with effect sizes smaller than ours: 0.05-0.1 SD (Carrell et al., 2010; Eddy et al., 2014). Carrell et al. (2010) found that having a female instructor closed achievement gender gaps, because female instruction had a negative impact on male students' performance. Conversely, in our population, closing of the performance gender gap was attributed to female students performing better ( $\sim 0.2 \mathrm{SD}$ ) with a female instructor compared with a male instructor, rather than male students being negatively affected (Figure 7, Table 4, and Supplemental Table S6). In fact, if anything, male performance also increased in female-instructed courses.

There are at least three explanations for the observation that females earned higher final course grades when taught by a female instructor. First, as discussed earlier, there is evidence that males are favored on higher-level cognitive skills and highstakes assignments (Wright et al., 2016; Ballen et al., 2018). The instructor gender effect we observed could be explained if female instructors' exams were aimed at lower-level cognitive skills and/or less heavily weighted in final grade calculations than male instructors' exams. While we think this is unlikely
and find no support for this idea in the literature, we cannot exclude it as a possibility, because we do not have data about the exams given in each course (their cognitive difficulty or their weight in final course grades).

Second, our instructor gender effect could be explained if male professors were grading female students more harshly than male students. Implicit bias theory suggests that this could be done subconsciously, as with instructors rating a male applicant more capable than a female applicant (Moss-Racusin et al., 2012). However, in that study, even the female professors exhibited implicit gender bias in favor of male students, suggesting that unfair grading could also be found in female-instructed classrooms. It is possible that the male professors in our population have more implicit bias against female students than the female instructors do. As discussed earlier, more traditional gender roles are likely more valued in our population compared with others, and it is possible that males hold these values more than females. Furthermore, we do not know what proportion of work was subjectively graded, whether teaching assistants helped with grading, whether grading was blind (without knowing student names), or the implicit gender bias tendencies of each instructor. In the future, this type of data would be necessary to determine whether increased female performance in female-instructed courses could be attributed to differences in grading procedures.

Third, perhaps females perform better with female instructors because the instructor serves as a positive role model for the female students, increasing belonging and mitigating stereotype threat. Research suggests that feeling a sense of belonging in a group is related to increased student motivation, self-efficacy, task utility, and academic engagement (Freeman et al., 2007; Walton et al., 2012; Brownell et al., 2014; Wilson et al., 2015; Lewis et al., 2016); that females feel less belonging than males in at least some STEM fields (Lewis et al., 2017); and that females can feel less belonging when they do not see women represented (Murphy et al., 2007). In a lab setting, individuals underperformed if they were the only member of the group of a particular low-status race or gender, suggesting that a lack of belonging can also impact performance (Sekaquaptewa and Thompson, 2002). If students seeing (or not seeing) others "like them" can impact their sense of belonging, then female students would likely benefit from having female instructors to act as role models. This might be especially important in a population like ours, in which female STEM professors are in the vast minority and women are less likely to work outside the home (Leamaster and Subramaniam, 2016).

Dasgupta (2011) proposed the "stereotype inoculation model," suggesting that in-group (in this case, female) experts can act like "social vaccines" to increase belonging in their group members (female students) and to "inoculate" against stereotype threat. Stereotype threat is the fear of being reduced to a bad stereotype that exists about a group (Steele, 1997), such as women being less capable in STEM. There is evidence that stereotype threat can obstruct female achievement in STEM, that female performance decreases if they are reminded of stereotypes, and that female performance can increase when stereotype threat is addressed and mitigated using values-affirmation tasks (Spencer et al., 1999; Miyake et al., 2010; Shapiro and Williams, 2012). However, a recent study done in introductory science classes found little evidence of stereotype threat
endorsement or a benefit to values-affirmation writing tasks, but neither did they find a gender gap in achievement (Lauer et al., 2013). Thus, it remains possible that stereotype threat might still be an issue in our population, for whom we do see achievement gaps in some courses. While female instructors could reduce stereotype threat for female students (Young et al., 2013), there is also evidence that the degree to which female instructors embody the stereotype impacts their ability to do so (Cheryan et al., 2011). This could explain why there is still variability from class to class. Because female professors make up only about $15 \%$ of the full-time life sciences faculty at this institution, we hypothesize that having a female instructor is important for the female students and likely the reason female instruction is such a strong predictor of female performance in our study population. Future research should explicitly focus on female students' sense of belonging and how it is affected by having female instructors.

As with our participation gender gaps, gender gaps in final course grades were reduced in classrooms with more females in attendance (Figure 6). Having a lot of female peers likely increases female student performance for many of the same reasons as having a female instructor does so, by increasing female students' sense of belonging and reducing stereotype threat. Peers may be especially helpful in a population like ours, where female instructors can be rare. Even if the instructor at the front of the room is male, females can potentially see each other as role models and as a sign that others in the field look "like themselves," that they "fit in."

To our knowledge, no previous studies have investigated a potential correlation between participation gender gaps and performance gender gaps. We wondered whether classes in which female voices were heard less would also be the classes in which females earned lower grades. The participation gender gap (participation rate ratio [Fem/Mal]) was positively correlated with the gap in final course grades ( $r=0.355, p=$ $0.049, n=31$ ), yet the participation rate ratio was not a significant predictor of performance gaps in the linear mixed models (Table 3). Interestingly, having more females present in the classroom was a predictor of both increased female participation and performance (Tables 1 and 3), so that suggests that we see increased female performance in the same classes in which females feel more comfortable speaking up. Perhaps the attendance ratio explained so much variance in academic performance gaps that participation gaps had no additional statistical explanatory power. Nevertheless, this result still supports the hypothesis that females perform better in classes in which they feel a strong sense of belonging and that feelings of belonging can be strengthened by having many female peers. Future studies will need to be done to determine whether interventions to increase female participation (especially in classrooms in which females make up the minority) also increase female performance.

## Summary

We studied gender gaps in participation and performance in undergraduate life sciences classes at all levels at a large, private university. In our population, we found that female voices are less likely to be heard in most classes and that these participation gender gaps remain significant even when the effect of talkers is eliminated (Figures 1 and 2). These in-class
participation gender gaps vary in size by classroom and are smaller in classrooms with more female students and in which students are more likely to get called on when they raise their hands (Figures 3 and 4 and Table 2). We evaluated achievement by collecting final course grades by gender, and we used ACT scores to consider college preparation. On average, male-instructed courses exhibit a significant gender gap in performance in favor of male students, while the average gap in female-instructed courses is not distinguishable from zero (Figure 5). In regression analyses, having a female instructor and many female peers are positive predictors of female performance (Figures 6 and 7 and Tables 3 and 4). Participation gender gaps are correlated with performance gender gaps, but this could be explained entirely by both being impacted by the student gender ratio. We propose that female instructors and peers can increase female students' sense of belonging and mitigate stereotype threat, but this hypothesis will need to be explicitly tested in future studies.

## Implications

As we strive for greater gender equity in biology education, our results suggest that the following considerations may be important to increase female success. First, we provide evidence that female professors have the potential to increase female student performance. In institutions like ours, where female faculty are very much in the minority, efforts could be made to help faculty demographics more closely match student demographics. Male professors might also consider hiring female teaching assistants or inviting female guest speakers to give female students more role models to whom they can relate. Second, this study suggests that female students earn lower grades and are less likely to participate when they are in the minority. Obviously, instructors cannot control the gender ratios in their classroom, but they can be mindful of gender ratios in any groups they form in the classroom. There is a lot of literature about gender composition in small groups, some of it contradictory. Results from many studies support the idea that female performance and participation suffer when females are in the minority (Lee, 1993; Myaskovsky et al., 2005; Harskamp et al., 2008), while other studies suggest that females may prefer the minority and/or not do well in small groups composed only of females (Gnesdilow et al., 2013; Zhan et al., 2015). More research is warranted on this topic, especially in the life sciences. Finally, females were more likely to participate in our study when the instructor called on a greater percentage of hands raised. This suggests that instructors should strive to create a classroom environment that values all voices rather than being competitive.
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[^0]:    ${ }^{1}$ While biological sex is determined by physical/physiological characteristics, "gender" refers to socially constructed identities based on an individual's internal experience. In this study, we are primarily interested in gender differences, but we are limited to the information available to us as described in the Methods section. We will use "male" and "female" throughout the article for simplicity and clarity, but see footnotes throughout the paper for what these terms represent for each section of the study.

[^1]:    ${ }^{2}$ Due to IRB limitations and the protection of students' privacy, classroom observers did not have access to self-reported gender identity or biological sex. Thus, student appearance was used to classify students as male- or female-presenting. This is obviously a limitation in our study, as we cannot be confident that our classification is accurate, nor can we account for the complexities of students' gender identities.

[^2]:    ${ }^{3}$ In this instance, male and female classifications were obtained from the registrar's office and thus represent biological sex as included in official academic records. Again, this limits our study, because we cannot be confident that the biological sex on a student's academic record accurately or fully represents his or her self-reported gender.

