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ABSTRACT
The cognitive and performance benefits of group work in undergraduate courses depend 
on understanding how to structure groups to promote communication and comfort while 
also promoting diversity and reducing conflict. The current study utilized social network 
analysis combined with self-reported survey data from 555 students in 155 groups to un-
derstand how students identified group members whom they wished to work with. Stu-
dents’ willingness to work with their peers was positively associated with behavioral traits 
pertaining to attention, participation, and preparedness in class. We tested whether pre-
venting students from choosing their group members until completing a multiweek period 
of random assignment to different groups each week influenced group selection criteria, 
and we found little effect. Students continued to depend on demographic similarities such 
as gender and ethnicity when selecting groupmates and enforcing random interactions 
before the group formation did not influence group satisfaction and/or grades. Random 
interactions before group formation did influence the willingness of students to continue 
working with peers who were persistently poorly rated based on behavioral attributes and 
contribution to the group work. Thus, the effort of random assignment could be beneficial 
to identify struggling students and improve collaboration.

INTRODUCTION
National science education policies promote collaboration as a key scientific prac-
tice. Students who engage in collaboration demonstrate greater learning, achieve-
ment, attitudes toward learning, and persistence in STEM courses and programs 
(Lou et al., 1996; Springer et al., 1999; Metoyer et al., 2014). In addition to provid-
ing important opportunities for scientific investigation, laboratory courses also pro-
vide excellent opportunities to foster development of the social skills necessary for 
effective collaboration (Seifert et al., 2009; Corwin et al., 2015). Instructors need to 
be proactive in forming groups in labs to ensure effective collaboration (Johnson 
and Johnson, 1999; Kreijns et al., 2003). Currently, there is a lack of consistent 
advice for these instructors who wish to structure teams to ensure diversity in gen-
der, ethnicity, or prior academic performance (Donovan et al., 2018; Wilson et al., 
2018). This study characterizes factors students use when forming groups in labora-
tory classes, including the role of random assignment, and then analyzes subsequent 
outcomes in terms of conflict and performance to provide evidence-based sugges-
tions for instructors.
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The Case for Student Choice in Forming Collaborative 
Groups
Students who are allowed to select their own group members 
report positive outcomes that include: reported satisfaction 
(Bacon et al., 1999; Connerley and Mael, 2001; Chapman et al., 
2006; Myers, 2012); higher initial group cohesiveness, commu-
nication, enthusiasm, and confidence in each other (Strong and 
Anderson, 1990; Chapman et al., 2006; Ciani et al., 2008); 
higher grades (Mahenthiran and Rouse, 2000); and greater 
ownership of group tasks (Mello, 1993). Students who are com-
fortable with their groups also demonstrate greater content 
mastery, with the greatest predictor of comfort being friendship 
status (Theobald et al., 2017).

However, researchers also document negative outcomes 
when students are allowed to select their own groups (Feichtner 
and Davis, 1984) including: negative opinions of the course, 
instructors, projects, and classmates (Brickell et al., 1994) and 
poor test results in physical sciences laboratory classes (Lawrenz 
and Munch, 1984). The negative perceptions of self-selected 
groups might derive from the fact that on their own, students 
often select group members that they already know or who are 
from similar cultural, ethnic, racial, and academic backgrounds 
(Jalajas and Sutton, 1984; Chapman et al., 2006; Rienties et al., 
2014; Freeman et al., 2017). This creates homogeneous groups, 
a situation referred to as homophily in the field of social net-
work analysis (SNA; McPherson et al., 2001).

Both negative and positive features are attributed to 
homophily, making it challenging for instructors to know 
whether they should intervene to ensure greater heterogeneity 
in groups. On the negative side, homogeneous groups that lack 
gender and national diversity exhibit lower cognitive complex-
ity in their collaborative group work, lower performance, and 
lower quality ideas during collaboration (Watson et al., 1993; 
McLeod et al., 1996; Curseu and Pluut, 2013). In addition, fail-
ure to integrate students into diverse groups may perpetuate a 
lack of the equity and inclusivity of classrooms (Malcom-Piqueux 
and Bensimon, 2017; Ruedi et al., 2020). On the flip side, there 
are positive reports for maintaining homophily. Students from 
historically underserved groups may achieve a greater sense of 
comfort when they can choose their own group members. For 
example, LGBTQIA students report problems with assigned 
groups, preferring to be able to work with someone who would 
be accepting of their identities (Cooper and Brownell, 2016). 
Similarly, international students seek comfort in students with 
similar cultural backgrounds (Hendrickson et al., 2011).

Instructors who choose to assign student groups to enhance 
diversity must consider a host of characteristics including eth-
nicity, nationality, gender, age, sexual orientation, prior aca-
demic performance, and teamwork experience for which 
there may be a paucity of experimental evidence of the bene-
fits or balancing these factors in group settings. Most studies 
categorize gender as a dichotomous variable that misses 
nuanced aspects of the personal and cultural construction of 
gender (Knaak, 2004). Even with that limitation, in some 
research settings gender composition is found to have no 
impact on final outcomes of group work (Takeda and 
Homberg, 2014). While in other cases, for example, problem 
solving in Physics classrooms, homogeneous-gender groups 
and mixed gender groups perform better than men-domi-
nated groups with a single woman (Heller and Hollabaugh, 

1992). These researchers note that in a gender unbalanced 
group with only one woman, men are more likely to dominate 
discussions (Heller and Hollabaugh, 1992). This tendency for 
men to receive more attention from their group members and 
exert stronger influence compared with women is seen in 
multiple sociological settings (Carli, 2001). Perhaps this ten-
dency for men to dominate in group work could be alleviated 
through greater gender balance.

Socially-constructed groups with enhanced diversity do 
demonstrate increased interactions and resulting transfer of 
knowledge. In a quasiexperimental study, postgraduate stu-
dents in groups randomized to increase diversity with respect to 
gender and nationality show similar team cohesion and perfor-
mance compared with groups where students self-selected their 
members (Rienties et al., 2014). However, more “knowledge 
spillovers” (unintentional, informal, and uncompensated trans-
fer of knowledge among the interacting individuals) occur in 
the randomized groups. The researchers conclude that random-
izing groups can have positive effects on informal and formal 
interactions between the students from diverse backgrounds 
beyond the group (Rienties et al., 2014).

Theoretical Framework
We employ a social cohesion perspective to guide our under-
standing of how demographic factors and comfort with team 
members influences group interactions that result in greater 
achievement (Speer et al., 2001). Social cohesion emphasizes 
that the effects of cooperative learning on students and their 
achievement derive primarily from the quality of group interac-
tions (Battistich et al., 1993). Slavin’s (2014) excellent review 
of theories related to cooperative learning, explains that the 
level of social cohesiveness of a group determines the quality of 
the interactions between its members. Better social cohesion 
results in greater elaborated explanations, peer modeling, prac-
tice, and peer correction which subsequently results in enhanced 
learning. There are several indicators of poor social cohesion 
including low levels of communication and self-reported con-
flict. In addition, other researchers characterize social cohesion 
through the constructs of friendship and comfort. We know 
from prior research that when selecting their group members, 
students often choose peers from similar gender, ethnic, racial, 
and social backgrounds with whom they are more comfortable 
(Chapman et al., 2006; Freeman et al., 2017). In addition, 
while studying group dynamics and student learning in a large 
biology undergraduate classroom, Theobald and colleagues 
(2017) confirm that friendship is the major predictor for stu-
dents’ perception of comfort while working in a group as well as 
a major contributor to learning. Social cohesion theory thus 
helps focus our selection of quantitative measures of group 
social cohesion used in this study (communication, conflict, 
and satisfaction) as well as the SNA we employ to examine how 
student collaborative groups form and are sustained.

Selection of Measures of Social Cohesion
Several measures can help monitor and identify social cohe-
sion and performance in groups (Jehn and Mannix, 2001; Lejk 
and Wyvill, 2001; Curşeu et al., 2012; Brickman et al., 2021). 
Jehn and Mannix’s (2001) conflict identification items mea-
sure: 1) task conflict which occurs when students debate con-
flicting ideas or points of view; 2) process conflict which occurs 
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over disagreements about group members’ responsibilities to 
schedule and complete tasks; and 3) relationship conflict 
which is emotional in nature and involves disagreements about 
personal issues. Task and process conflict are seen as produc-
tive group interactions because they foster intellectual debate. 
Teams at high performance levels demonstrate low but increas-
ing levels of process conflict over time, moderate task conflict, 
and low levels of relationship conflict. Curşue and colleagues 
(2012) find that an item that measures communication fre-
quency between team members has a positive effect on discus-
sion of ideas (task conflict) in their structural equation model. 
They also find that higher levels of relationship conflict have a 
negative effect on the cognitive complexity of a summative 
group assignment. Finally, one study reveals that a single cat-
egorical item can be more effective at identifying conflict than 
Jehn and Mannix’s (2001) scale, suggesting that more qualita-
tive measures may be needed to help students qualify group 
cohesive interactions (Brickman et al., 2021).

Social network analysis (SNA)
Social networks can characterize and define relationships 
between individuals within a group (Wasserman and Faust, 
1994). SNA is a useful tool that can be used to visualize student 
interactions to better characterize group selection criteria and 
social cohesion. There are four basic assumptions of SNA: 1) 
individuals and their actions are interdependent; 2) informa-
tion is transmitted via relational ties between individuals; 3) 
relationship patterns (social structures) can influence individ-
ual actions by providing opportunities for and/or constraints on 
individual behavior; and 4) social network models conceptual-
ize relationship patterns among actors in a network (Carolan, 
2014; Wasserman and Faust, 1994). SNA is grounded in sys-
temic empirical data and relies on the use of graph theory, 
mathematical, statistical, and computational models to repre-
sent complex social interactions (Freeman, 2004). SNA can be 
used to draw statistical inferences from the relational data to 
understand flow of information /attitudes within actors, and to 
explore learning outcomes of a classroom (Carolan, 2014). For 
example, network analysis tied to the statistical approach of 
exponential graph random models (ERGMs) reveals sociode-
mographic clustering in friendship networks (Goodreau et al., 
2009). Clustering in SNA is defined by connections formed 
between two actors (nodes) in a network because of shared 
attributes or sociodemographic, behavioral, and/or intraper-
sonal characteristics (McPherson et al., 2001). Clustering 
observed as a structural property of a network can provide 
insight about relationship patterns including homophily. Actors 
who get locked into a fixed position in a network develop less 
social ties which inherently restrict information flow (Carolan, 
2014).

Prior SNA studies reveal that a student’s position within 
communication and interaction networks correlate with 
performance (Brunn and Brewe, 2013; Grunspan et al., 2014) 
and that students’ performance can be influenced by GPA, 
gender, attendance, and number of ties within a network 
(Buchenroth-Martin et al., 2017). Additional data-driven SNA 
approaches are useful in evidence-based revision of active 
learning curricula, comparing strategies for promoting peer 
interaction and group learning, and understanding group for-
mation in a classroom (Buchenroth-Martin et al., 2017). We 

utilize SNA in this study as a visual (qualitative) tool to under-
stand group formation in an undergraduate laboratory class-
room setting.

Study Goal
In this study, we investigate the impact of student choice of 
groups on facets of social cohesion. We compare student groups 
who completely self-assemble without instructor intervention 
(referred to as unstructured) to student groups who are only 
allowed to select their members after an initial period of ran-
dom assignment (referred to as structured.) We hypothesize 
that students who self-select their group members after random 
assignment exhibit lower levels of clustering and homophily 
seen through SNA. We also examine other facets of social cohe-
sion including quantitative measures of conflict, satisfaction, 
and communication frequency, a qualitative analysis of group 
selection criteria, and detailed study of case studies of problem-
atic group interactions, and how they compare between struc-
tured and unstructured groups.

Specifically, we investigate these research questions using a 
mixed-method approach:

1. Are there quantitative differences in positive or negative 
outcomes for groups that have structured opportunities to 
select their members?

2. What group selection criteria do students use when forming 
groups and do they differ between structured and unstruc-
tured groups?

3. Do groups that have structured opportunities to select their 
members make different decisions regarding working with 
poorly rated group members compared with unstructured 
groups?

METHODS
Instructional Context
Our study population was enrolled in an inquiry-based intro-
ductory biology lab (Principles of Biology II laboratory) at 
University of Georgia in the spring semester of 2019. All partic-
ipants provided informed consent to our study which was 
deemed exempt according to the University of Georgia Institu-
tional Review Board (STUDY00005732). Laboratory curricu-
lum and assignments are outlined in Figure 1. During the first 4 
wk of lab, informal group work was used to help students 
explore aquatic and terrestrial biodiversity field activities and 
introduce scientific processes and the writing-intensive curricu-
lum. Formal student groups were formed during wk 5. For the 
following 3 wk (5–7), groups agreed on a biologically signifi-
cant question, designed a scientific experiment to answer that 
question, performed an introductory literature review, drafted 
a research proposal, collected and presented data, and commu-
nicated their findings in a research article. The formal group 
grade for these weeks comprised submission of a research pro-
posal and bibliography. Students presented their data as a 
group and were graded as a group on this presentation. Assign-
ments and grades were distributed so that 53% of points were 
derived from individual assignments and 46% from group 
assignments. After wk 8, students were also expected to per-
form data analysis and submit an individual research article. 
For the rest of the semester, students performed field work and 
associated experiments as a class activity, during which they 
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had at least two more weeks of informal group work where 
they could work with anyone they preferred.

Each laboratory section was taught by a single instructor 
and consisted of six tables each with a maximum capacity of 
four students who worked together for each group activity. 
Each section had a maximum of six groups with three or four 
students per group for a possible enrollment cap of 24 students. 
(See Schematic Representation in Supplemental Figure S1).

Assigning structured and unstructured lab sections, survey 
distribution and data collection
Each instructor/graduate laboratory assistant (GLA) in our 
study was assigned to teach two lab sections. For every individ-
ual instructor, we assigned one of their lab sections as an 
unstructured lab and other as structured lab section to control 
for any specific instructor variables that might have influenced 
student interaction while selecting their group members. In the 
structured labs, students were randomly assigned to a group 
number using Microsoft excel and seated at the same numbered 
table. Name tags were generated that include table numbers so 
that students were ensured to sit where assigned. In the 
unstructured labs, we also provided name tags for students for 
the first 4 wk. These name tags did not provide a table or group 
number and were used only to ensure that students get to know 
the names of their group members. Students in unstructured 
sections were made aware that they could self-select their 
group members and change groups each week, if they desired. 
In both sections, students were allowed to choose their own 
group in wk 5 for formal group work that continued for several 
weeks.

Student enrollment data was used to create unique surveys 
(Qualtrics, 2020) for each lab section. Surveys were emailed at 
the start of the lab so that students could complete the survey 

at the end of lab activities for that week. Reminder emails were 
sent every 2 d until the beginning of the next lab class to those 
students had not responded. Data was collected from a total of 
30 lab sections (15 structured and 15 unstructured.) As most of 
the group grade was associated with formal group work, we 
anticipated observing maximum group related conflicts in the 
wk 5–7. Hence, we collected data from wk 1–7 along with the 
final grades. (Schematic representation of the study provided in 
Figure 1.)

Student demographics
Student demographics were collected during the first week of 
lab to identify the occurrence of homophily in group formation 
(Table 1; Supplemental Table S1). Students who preferred not 
to provide their biological sex were given “other” designation. 
We incorrectly provided students with categories referring to 
biological sex when we asked for them to indicate their gender 
in our survey (Supplemental Material, Appendix 1). We have 
corrected this in Table 1, and we refer readers to this excellent 
resource for researchers on the subject published after we col-
lected our data (Sullivan, 2020). We defined racial and ethnic 
URM status using NSF’s definition of historically underrepre-
sented minorities in Science and Engineering (NCSES, 2021): 
this included students who identified themselves as Black, His-
panic, Native American, Alaskan natives, and/or Pacific Island-
ers, and biracial. As expected for a predominantly White insti-
tution, we observed a low percentage of URM students (<20%). 
Subsequently, we combined the five classifications into a single 
URM status for statistical analysis (Table 1). We also collected 
demographic data on students who reported their ethnicity as 
Asian (Indian, Korean, Chinese, Filipino, and Japanese; Supple-
mental Table S1). Students who did not wish to disclose their 
ethnicity and/or who chose every single option from the 

FIGURE 1: Data collection scheme. Lab numbers indicate the weeks when data was collected. Surveys for wk 1–4 included questions that 
asked students to select the members that they worked with that week indicate whether they were preclass friends, and rate their 
participation. Surveys in wk 5–7 asked students to indicate satisfaction and conflict with their permanent group members. Individual 
grades and total group grades were then collected after wk 8 at the end of the semester.
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drop-down menu in the survey were compiled together and 
given “Other- ethnicity” status.

No statistically significant differences were observed 
between student demographics (biological sex and URM status) 
between structured and unstructured labs (gender: p = 0.4048; 
URM: p = 0.226; Pearson’s Chi-squared test). The average 
self-reported GPA of structured labs was 3.48 out of 4 and of 
unstructured labs was 3.50 out of 4. When we compared class 
rank, we found that structured labs had more students in their 
junior year than unstructured labs. (p = 0.03469; Pearson’s Chi-
squared test).

Instruments/Survey questions and survey design
To understand student’s perception of group members in both 
the early phase of group formation as well as subsequent formal 
group activities, survey questions were designed to gather both 
qualitative and quantitative characteristics that students used to 
select and rate group members (Table 2). Social networks were 
constructed using students’ reports of the names of the students 
that they worked with that week and asking students to identify 
any students that they worked with who were preclass friends. 
We defined preclass friend as, “someone the student considered 
as a friend before the term” (Theobald et al., 2017).

For every group member they worked with for that week, 
they were asked to select positive or negative traits from a pre-
populated list of group selection factor categories that we 
developed (Table 2). These qualitative group selection factor 
items were generated by our preliminary exploratory study 
during previous semester. For this preliminary study, we asked 
a total of 74 students (three unstructured and two structured 
labs) over the period of the first 4 wk to provide pairs of traits 
they used to define a peer as a good or poor group mem-
ber.  Two members of the research team (S.S. and D.W.-D.) 
began the analysis by open coding (also called “initial coding”) 
530 examples that students provided for good group members 
traits and 527 examples that students provided for poor 
group-member traits (Strauss and Corbin, 1998; Saldaña, 
2021). Although we had not identified a priori codes or themes, 
we knew we were looking to explain the phenomena of social 
comfort, trust, and conflict. After discussing and characterizing 
the responses, the two coders worked to create a codebook 
using the words of the participants, a process called in vivo 
coding (Charmaz, 2006; Saldaña, 2021). Two additional 
researchers (P.B. and J.L.) consulted on the code book and sug-
gested revisions. As new codes emerged, the first two indepen-

dent coders (S.S. and D.W.-D.) analyzed previous answers to 
again to look for the new codes (Schwandt, 2014). We contin-
ued this iterative coding process until no new codes were 
revealed in the data (Charmaz, 2006; Saldaña, 2021). All 
examples that students provided were coded to consensus 
between the two raters. Three main themes emerged during 
coding: cognitive traits, attributes, and behavioral traits 
(Supplemental Figure S2). The most common trait that stu-
dents provided to define poor and good group members was 
behavioral (50%). The three most common behavioral traits 
mentioned were used to create a group selection factor item 
(Table 3; Supplemental Figure S2)

Quantitative measures of group dynamics were utilized to 
measure aspects of conflict, satisfaction, shared workload, and 
frequency of communication. We assessed communication fre-
quency within the group every week (from survey 1–7) using 
scale provided by Curşeu et al (2012). To identify free riders in 
early phase of group formation (wk 1–4), we asked students to 
score individual group members using a numerical Likert scale 
from 5 (very well) to 1 (very poor) to indicate how well they 
shared the groups’ workload each week. (Figure 1, Supplemen-
tal Materials, Appendix 1). Additional quantitative measures of 
group dynamics were administered during wk 5–7 and included 
prior validated items on group satisfaction and conflict (Jehn 
and Mannix, 2001; Van der Vegt et al., 2001). Both shared 
workload and identification of poor and/good group member 
traits were used to confirm whether group selection factors 
were significantly different from our preliminary data analysis. 
See Supplemental Materials, Appendix 1 for all survey items in 
details and Figure 1 for data collection scheme.

SNA to visualize group formation
We used SNA to visualize the difference in how student groups 
formed in structured and unstructured labs during the early 
phase of group formation (wk 1–4) and to compare how stu-
dents selected their final group members in wk 5. R packages: 
statent, ergm, ergm.count, ergm.rank, and latentnet (R Core 
Team, 2022) with the R3.6.1 (Hunter et al., 2008; Krivitsky and 
Handcock, 2008) were used for plotting networks. Every labo-
ratory section was confined by the physical space and time of 
the day so that students from one lab section could not work 
with the students from other lab sections: thus, each laboratory 
section was considered to be an individual network with its 
boundary. Each lab had a maximum of 24 students. Each 
student was asked to self-report which three other students 

TABLE 1: Demographics of the students – (A) Gender and Ethnicity and (B) class rank

A

Labs Number

Biological sex URM status

Female Male Other URM Non URM Other

Structured 323 207 113 3 49 256 18
Unstructured 330 224 105 1 64 254 12

B

Labs

Class Rank

Freshman Sophomore Junior * Senior Prefer not to answer

Structured 33 201 67 16 6

Unstructured 27 182 94 27 0
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they worked with in each lab session. Ideally each student had 
a chance to work with a maximum of 23 students over the 
period of 4 wk. Using cumulative data from wk 1 through 4, 
directed binary social networks were plotted where 0 repre-
sented no interaction between the two students and 1 repre-
sented interaction between two students. These binary net-
works indicated whether two students worked together or not. 
The directionality indicated if one (single arrow) or both (dou-
ble-headed arrow) of the student actors reported the interac-
tion. Because randomization was used to ensure that students 

had a maximum number of chances to work with other stu-
dents in the structured labs, we confirmed that we had one 
large network in these sections at the end of 4 wk (representa-
tive section plotted in Figure 2). Although, because of random 
assignment, it was possible for students in the structured labs 
to work with the same students on multiple weeks, but it was 
rare. In comparison, smaller network patterns were observed 
in unstructured sections (representative section plotted in 
Figure 2) indicating that student actors only worked with a sub-
set of students for all 4 wk.

TABLE 3: Top three behavioral traits students reported in construction of group selection item

Behavioral trait 
category Description for good group member Description for poor group member

Attention/Interest Pays attention Does not seem interested in the class
Participation Participates in the discussion and offer meaningful 

suggestions
Does not participate in the discussions/listen to others

Preparedness Well prepared for class and knows material well in 
advance

Does not come to class prepared or does not know the 
material in advance

TABLE 2: Research questions and measures

Research questions Measures Example items

1. Are there quantitative differ-
ences in positive or negative 
outcomes for groups that have 
structured opportunities to 
select their members?

Conflict (Jehn and Mannix, 2001)
Satisfaction (Van der Vegt et al., 

2001)
Communication frequency (Curşeu 

et al., 2012)

1. I am pleased with the way my teammates and I work 
together.

2. How much conflict of ideas is there in your work group?
3. How much relationship tension is there in your work group?
4. Indicate the frequency of communication between members 

of your group in the lab today.

2. What group selection criteria do 
students use when forming 
groups and do they differ 
between structured and 
unstructured groups?

Group selection factor item
SNA (biological sex, preclass friend, 

race/ethnicity)

1. For each of the students that you worked with today, select 
only those that you would like to work with again.

2. What factored into your decision for the last question?

a) Well prepared for class and knows the material well in 
advance.

b) Pays attention.
c) Participates in discussion and offers meaningful 

suggestions.
d) Does not come to class prepared or does not know the 

material in advance.
e) Does not seem interested in the class.
f) Does not participate in discussions/listen to others.

3. Do groups that have structured 
opportunities to select their 
members make different 
decisions regarding working 
with poorly rated group 
members compared with 
unstructured groups?

Shared workload (Likert scale 1 very 
poor −5 very good)

Group selection factor item (negative 
comments)

1. For each student that you worked with in lab today, rank 
how well you felt they shared the workload as a group 
member: shared workload includes discussing ideas, using 
equipment, recording data, presenting your group’s ideas, 
asking relevant questions, etc.

a) very poor
b) poor
c) moderate
d) good
e) very good

2. For each of the students that you worked with today, select 
only those that you would like to work with again.

3. What factored into your decision for the last question?

Negative options:
a) Does not come to class prepared or does not know the 

material in advance.
b) Does not seem interested in the class.
c) Does not participate in discussions/listen to others.
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In 4 sections we saw no difference in the networks that 
formed in structured and unstructured labs. Discussions with 
the GLAs for those lab sections revealed that they had 
inappropriately randomized their unstructured lab sections 
and allowed us to additionally randomize the structured sec-
tions. So, for these two GLAs both their lab sections were ran-
domized. Therefore, we removed a total four lab sections (two 
unstructured and two structured sections associated with 
these GLAs) from further data analysis.

SNA to identify homophily
In our study, we wished to determine whether the level of the 
homophily observed between two nodes of the network (stu-
dents) could be attributed to shared characteristics like ethnic-
ity, biological sex, and preclass friend status. We identified 
homophily by qualitative review of social networks that formed. 
As our classrooms were predominantly white students who 
reported their biological sex as female, to understand the assor-
tative mixing tendencies, we used differential homophily while 
plotting and analyzing networks. Differential homophily 
accounts for the fact that the assortative mixing tendencies for 
formation of groups are different, depending on the friendship 
status of the individual students involved (Goodreau et al., 
2009) (https://github.com/eehh-stanford/SNA-workshop). 

We analyzed directed valued networks after formal groups 
were formed (wk 5). In a valued network, 0 ties indicated no 
interaction; 1 tie indicated interaction between two students; 
and 2 ties represented interaction between two students who 
were preclass friends. We analyzed group formation qualita-
tively by visually analyzing social networks to find groups with 
at least two URM students working together in that group who 
were not preclass friends and at least two students with same 
biological sex who were preclass friends. For plotting the val-
ued networks, we used the tutorial and code published by The 
Statenet Development Team (Krivitsky et al., 2021).

Case Studies: Identification of persistently poorly rated 
students (PPR students)
We used two criteria for identifying students who were per-
sistently poorly rated by their peers: 1) shared workload, and 
2) perceived poor-group behavior. Shared workload scores 
were calculated for each individual student by averaging all 
scores they received from all their group members for the first 
4 wk and used to identify reported free-riding or social loafing 
behavior. In addition, data from the group selection factor item 
was compiled for every student for both negative and positive 
responses. To normalize data, we calculated the total number 
of comments an individual received that week and then 

FIGURE 2: Representative examples of directed binary social networks for wk 1–4 in (a) structured and (b) unstructured lab sections. Each 
line represents a tie between two students (nodes of the network). The directionality of the tie is represented by the direction of the arrow. 
If the arrows are not bidirectional, it means only one student reported the interaction. The color of nodes indicates ethnicity. Green = 
White, Orange = Asians, Violet = URM, and Pink = Other. Triangles represent female students and squares represent male students.
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calculated the percentage of those comments which were nega-
tive and positive. With an average group size of four students, 
each student could receive a maximum of nine positive or nine 
negative comments. We determined the number of students 
receiving negative comments every week in both structured 
and unstructured labs as well as the type of negative comment 
received from the prepopulated list. We defined a PPR student 
as any student who received greater than 50% negative com-
ments for two or more weeks.

Statistical analysis
Quantitative survey items that were used to compare satisfac-
tion, conflict, shared workload, and communication frequency 
were converted into numerical value on Likert scale. For the 
satisfaction score the numerical values assigned ranged from 
strongly agree = 5, agree = 4, neutral = 3, disagree = 2, strongly 
disagree = 1. For task and relationship conflict scores, the 
numerical values assigned were none = 1, Rarely/little = 2, 
Some = 3, Often/much = 4, very much/very often = 5. For the 
shared workload score the numerical values assigned were very 
poor = 1, poor = 2, neutral = 3, good = 4, very good = 5. For the 
communication frequencies, a −5 to +5 scale was converted to 
0 to 11. A score of six indicates an average level of communica-
tion (Curşeu et al., 2012).

We used the Shapiro-Wilk test for checking the normality 
assumption for the satisfaction, task conflict, relationship con-
flict, process conflict, communication frequencies, shared work-
load score, and final grades. As the data is not normally distrib-
uted, nonparametric tests were used for data analysis. To 
compare the difference between structured and unstructured 
labs scores, the Wilcoxon rank sum test with confidence interval 
of 0.95 was used where required. We used multiple regressions 
to examine whether randomizing students for the first 4 wk 
before they select their formal group has any effect on group 
satisfaction, conflict, and communication frequencies. We were 
interested in investigating the impact of this treatment, biologi-
cal sex, race/ethnicity, GPA, year, and week of semester on the 
outcomes mentioned above. Using regression, we could investi-
gate the relative impact of these factors simultaneously (Field 
et al., 2012). For regression analysis we used multilevel model-
ing. Our data was collected over multiple weeks from multiple 
sections. As described in Theobald (2018), the student interac-
tions in our data collection were not independent of each other. 
This nonindependence of sampling was accounted for by ran-
dom effects in multilevel regression models using the guideline 
and R code described in Theobald (2018).

Regression Model Selection
We first generated a highly inclusive initial model with treat-
ment (structured/unstructured labs), biological sex, ethnicity, 
GPA, year, and week as fixed effects. We then calculated intra-
class correlation score (ICC) for two random effects, student 
random effects (repetitive measures) and section random 
effects (clustering). ICC score for repetitive measures was 0.42 
and for clustering was 0.05. We then included both the effects 
in the initial model. To find the best supported model we used 
Akaike information criterion (AIC) validation with a relative fit 
index (Premo et al., 2018). The model with lower AIC value 
was considered a more optimal model (Burnham and Ander-
son, 2004). As described in Theobald (2018), once the initial 

model was established, backward stepwise regression was used 
to remove fixed factors from the model. AIC values between the 
models were then compared (Theobald, 2018). We used the 
model with the lowest AIC with fewer predictors as recom-
mended in Theobald (2018). The details are in Supplemental 
Table S4. This process was repeated to examine factors predict-
ing every outcome. The best models were used to investigate 
any difference between structured and unstructured labs. The 
details are presented in Supplemental Table S5.

To compare the frequency of reported poor group members 
between structured and unstructured labs, we performed a Chi-
squared test to identify any statistically significant difference. 
For this purpose, we used the total number of students and the 
total number of students who received at least one negative 
comment for a particular week. Descriptive statistical analysis 
of satisfaction and relationship conflict scores were calculated 
using Microsoft Excel for students who we identified as PPR 
and their respective group members. We used one assignment 
– the individual research article – to determine performance 
levels of PPR compared with their respective group members. 
For group performance, we combined both the group research 
proposal and group presentation scores. These major writing 
assessments for the experiment the groups conducted during 
wk 5–7 were the best qualitative measure to contrast individual 
with group performance.

All the analyses were performed in R v4.1.2 using packages: 
lme4, psych, clinfun, pastecs, pgirmess, remotes, and car 
(Revelle, 2022; R Core Team, 2022)

RESULTS
Question 1: Are there quantitative differences in positive 
or negative outcomes for groups that have structured 
opportunities to select their members?
We did not find any statistically significant difference in posi-
tive or negative quantitative outcomes between the groups in 
structured and unstructured lab sections. Using multilevel 
regression models, we investigated whether randomizing stu-
dents for the first 4 wk before they select their formal group had 
any effect on group satisfaction, conflict, and communication 
frequencies. According to our theoretical model, we anticipated 
increased communication frequencies and hence lower rela-
tionship conflicts in structured lab sections as compared with 
unstructured labs during wk 5 to 7. However, we did not find 
any difference between the sections (Figure 3a; Supplemental 
Table S5). Relationship conflict items indicated more emotional 
exchange and tension within the group with a score of one indi-
cating an absence of any relationship conflict. The average rela-
tionship conflict score in both structured and unstructured lab 
settings was lower than 1.5, indicating rare incidents of reported 
relationship conflict or there were no relationship conflicts 
within the groups at that time point (Figure 3c; Supplemental 
Tables S5 and S6).

Overall students reported that they were satisfied with their 
team members. The average process conflict score was lower 
than 1.5 in both the lab settings indicating a relative lack of 
conflict over responsibilities pertaining to group tasks during 
wk 5–7 with no significant differences between the structured 
and unstructured labs. Our initial predication was that with 
higher communication frequencies and lower relationship con-
flict scores, we would see higher task conflict and satisfaction 
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FIGURE 3: Differences in average communication frequency, task conflict, relationship conflict, satisfaction, and final grades between 
structured and unstructured lab sections. Data was collected from 13 unstructured and 13 structured lab sections. Pink represents data 
from structured labs, and blue represents data from unstructured labs for (A) communication frequency reported from wk 1–7, (B) Task 
conflict, (C) Relationship conflict, (D) Satisfaction scores reported from wk 5–7 when formal groups were formed, and (E) Final average 
group and individual grades.
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scores in structured labs. Task conflict items measured student 
perceptions of discussion and exchange of ideas, with a score of 
five indicating these discussions occur very often and score of 
one indicating a discussion did not occur at all. In both the 
structured and unstructured labs, the average task conflict 
score was lower than two (Figure 3b; Supplemental Tables S5 
and S6), indicating that students either did not report the dif-
ferences in opinions and discussions among the group members 
or there was a pattern of less discussion. A satisfaction score of 
five indicated that students strongly agree that they felt satis-
fied working with that group each week. A satisfaction score of 
one indicated that students strongly disagree that they felt sat-
isfied working with that group in a given week. Both the struc-
tured and unstructured labs had average satisfaction scores 
greater than four with no significant difference observed 
(Figure 3d; Supplemental Tables S5 and S6).

The average group grade and individual grade were 94% 
(0.94) and 90% (0.90), respectively in both the structured and 
unstructured labs with no significant difference (Figure 3e; 
Supplemental Table S6). There were a total three students who 
failed the class and hence their grade is zero. (Two students 
were from structured labs, and one was from an unstructured 
lab.) We also did not find any difference between communica-
tion frequencies and shared workload score in structured and 
unstructured labs in wk 1–4 (Supplemental Tables S8–S10)

Question 2: What group selection criteria do students 
use when forming groups and do they differ between 
structured and unstructured groups?
The qualitative SNA indicated that there was no significant dif-
ference between structured and unstructured lab sections when 
it came to student’s choice of group members. This was in 
accordance with the theoretical framework where we hypothe-
sized that choice of selection was driven by preclass friend sta-
tus, ethnicity, and/or gender. Students in unstructured labs 
were given sole choice in which they worked with from the start 
of the course, while students in structured labs had random 
exposure to different students in wk 1–4 before deciding on 
their formal groups in wk 5. We followed interaction patterns 
using SNAs for all students throughout the first 4 wk, and in wk 
5 to understand the degree to which being a preclass friend or 
similar biological sex drove the student’s choice of group. Out 

of 26 labs we analyzed, only one lab had an equal proportion of 
male and female students. The remaining lab sections had 
female to male ratios of at least 1.5, so we considered differen-
tial homophily to determine whether male students were clus-
tering together because of their biological sex, preclass friend 
status, or both. We found that there were equal numbers of 
groups with preclass friend status in both structured and 
unstructured labs (Table 4). The number of groups with same 
sex students who were preclass friends and groups with differ-
ent biological sex who were preclass friends were also compa-
rable (Table 4). We identified four groups out of 77 in struc-
tured labs where male students who were not preclass friends 
worked together. However, we could not conclude whether 
biological sex might have a role in relationship to friendship. 
The number of groups in both structured and unstructured labs, 
where clustering was observed because of preclass friend sta-
tus, URM status, or Asian status, was comparable. All the groups 
with students of mixed biological sex or mixed ethnicity had 
preclass friend status (Table 4). Details about individual lab 
sections were provided in Supplemental Tables 2 and 3. In 
cases of isolated URM students where there was absence of pre-
class friends or other URM students in a group, same biological 
sex groups were formed. A similar trend was found with Asian 
students. The number of groups with this trend was compara-
ble between both structured and unstructured lab sections. We 
found a comparable number of groups (22 in unstructured and 
15 in structured lab sections) without any distinguishing pat-
tern of preclass friend status, ethnicity, or gender. These groups 
had a mix of White, Asian, and URM ethnicity and a higher 
proportion of female students. The higher proportion of female 
students was expected, as in each individual lab section, there 
were more female students than male students (Supplemental 
Table 3).

Question 3: Do groups that have structured opportunities 
to select their members make different decisions regarding 
working with poorly rated group members compared with 
unstructured groups?
We observed different patterns in how groups formed and in 
the reporting of negative group behavior patterns in structured 
and unstructured labs. In unstructured labs, students formed a 
group in wk 1, and then they continued to work with the same 

TABLE 4: Qualitative analysis of differential homophily – a) Preclass friend status and biological sex and b) Ethnicity/Race.

A

Lab sections
Groups with students who 

were preclass friends*

Number of all female 
groups who were 
preclass friends*

Number of all male groups 
who were preclass friends*

Number of all groups with 
students of different 

biological sex who were 
preclass friends*

Structured 34 17 1 16
Unstructured 34 13 3 18

B

Lab sections Total number of groups

Number of groups with 
students who were preclass 

friends*

Number of groups with 
URM students with no 
preclass friend status*

Number of groups with 
Asian students with no 
preclass friend status*

Structured 77 34 5 3

Unstructured 78 34 8 5

*At least two students in a group.
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students throughout the semester even though they had an 
opportunity to change the groups with some exceptions. 15 stu-
dents (out of 330) changed the group from wk 1 to 2. These 
students continued to work with the same group after wk 2; 
four students (out of 330) changed the group from wk 2 to 3. 
These students continued to work with the same group after wk 
3; three students (out of 330) who worked with the same group 
for the first 4 wk changed their group in wk 5. We did not have 
any specific information about why they changed their group. 
These students were not identified as PPR students as per our 
analysis.

Students in unstructured labs were less likely to report neg-
ative group behaviors but more likely to stay with a PPR group 
member even when they did report negative group behaviors. 
We compared the frequency of students reporting of poor group 
member behavior during both the group formation phase (wk 
1–4) and the common group selection factors reported. In 
structured labs, 282 students received comments in wk 1, 271 
in wk 2, 282 in wk 3, and 276 in wk 4. In unstructured labs, 291 
students received comments in wk 1, 290 in wk 2, 284 in wk 3, 
and 283 in wk 4. A greater number of students received nega-
tive comments in structured labs (10–20%) compared with 
unstructured labs (<10%) with statistically significant differ-
ences observed in wk 3 and 4. (X2 [1, N = 282] with Yates cor-
rection = 5.45, p = 0.019 for wk 3) and (X2 [1, N = 276] with 
Yates correction = 13.72, p = 0.0002 for the wk 4; Figure 4a).

We used the “group selection factors” commonly reported by 
students (Table 2) to calculate the total number of students 
who received at least one negative comment in the category of 
behavioral traits in the first 4 wk. This distribution of students 
was represented as a Venn diagram in Figure 4b and was simi-
lar between both structured and unstructured labs. In struc-
tured lab sections, lack of interest was identified as the primary 
negative trait (100 students), followed by participation (81 stu-
dents), then preparedness (63 students). In unstructured lab 
sections, the primary negative trait identified was also lack of 
interest (54 students), but it was almost equal to those identi-
fied with poor participation (52 students), with preparedness 
as the third ranking trait identified (24 students). 37.34% of 
students in structured labs compared with 33.33% of students 
in unstructured labs received at least two negative behavioral 
trait comments from their peers, while 9.6% of students in 
structured compared with 6.45% in unstructured labs received 
all three negative traits. A weekly distribution of the students 
who received negative comments is represented in Venn dia-
grams (Figure 4, c and d).

We attempted to identify whether negative comments were 
a result of random behavior or whether some students were 
PPR students. Using the definition described in the Methods, we 
identified three PPR students out of a total of 323 in structured 
lab sections and five PPR students out of 320 students in 
unstructured labs sections (Figure 5). There was only one PPR 
student identified per group. Case studies were taken of these 
eight PPR students to characterize the type of PPR behavior, 
group members’ response to this behavior, and influence of PPR 
students on group satisfaction, conflict, and performance.

Case studies
Figure 5 depicts the percentage of negative comments received 
by PPR students (pseudonyms) in a) structured and c) unstruc-

tured labs as well as the shared workload scores in b) struc-
tured and d) unstructured labs for wk 1–4. PPR received at least 
two comments each week, except for wk 1 when Thomas 
received only one comment and it was negative. However, the 
rest of his group members did not complete the survey for that 
week. We identified three types of behavior patterns and 
grouped the students accordingly.

PPR group I students received exclusively negative comments 
along with shared workload scores for consecutive weeks that 
were below the class average. In all 4 wk, Odin and Cesar exem-
plify this category with shared workload scores of two or below 
for the labs where they received 100% negative comments. 
(Figure 5c; Class shared workload score average in Supplemen-
tal Table S10.) For wk 1, Cesar received 50% negative com-
ments and Odin received 28.57% negative comments, and their 
shared workload score was below 3.5.

PPR group II students consistently received negative com-
ments for all the labs they attended along with lower than class 
average of shared workload scores for consecutive weeks. We 
identified four students with this behavior pattern: Athena, 
Olivia, and Caliban consistently received negative comments 
for the 4 wk and received 50% or more negative comments for 
2 wk. All three of them also received lower than class average 
of shared workload scores for three consecutive weeks. Thomas 
did not attend a lab in wk 4 and hence data from that week is 
missing for him. However, he received negative comments con-
sistently in all the remaining 3 wk and had lower than class 
average of shared workload score (Supplemental Table S10) 
for consecutive 2 wk.

PPR group III students did not receive any negative com-
ments for at least a week. However, for the weeks that they 
received negative comments, their shared workload scores 
were below class average. Two students fit into this category. 
Zeus received 0% negative comments for two consecutive 
weeks and Ophelia had 0% negative comments in 1 wk. Both 
Zeus and Ophelia had shared workload scores that were greater 
than the class average for those corresponding weeks. For both 
Zeus and Ophelia, the shared workload score for the weeks 
when they received more than 50% negative comments three 
and 3.5, which was below the class average (Supplemental 
Table S10). Ophelia received 16% negative comments for wk 2 
with the shared workload score below the class average of 4.6.

Both structured and unstructured lab sections had all three 
types of PPR students. When comparing structured and unstruc-
tured lab sections, however, every group member who gave 
negative comments to the PPR students reported the desire of 
not working with them again. However, in unstructured lab 
sections, these students continued to work with PPR students in 
their formal groups in wk 5–7, while group members chose not 
to work with PPR students in structured sections (Table 5). 
Figure 6 a) and b) represents network data from groups of stu-
dents who worked with Cesar (structured) and Odin (unstruc-
tured) from wk 1–4 along with their comments. In the unstruc-
tured lab sections, all the group members who provided 
negative comments for Odin specifically mentioned in the sur-
veys that they did not want to work with him again. Contrary to 
their expressed intentions, these same group members contin-
ued to work with Odin in wk 5 when formal groups were 
formed (Figure 6d). As a result of randomization that occurred 
in structured sections, Cesar worked with seven different 



23:ar2, 12  CBE—Life Sciences Education • 23:ar2, Spring 2024

S. Samudra et al.

FIGURE 4: Reports of negative comments given by peers (group selection factors). (A) Percentage of students receiving negative com-
ments from their group members across wk 1–4 in both the structured (pink) and unstructured (blue) lab sections. *Pearson’s Chi-squared 
test with Yates’ continuity correction statistics (X2 [1, N = 282] with Yates correction = 5.45, p = 0.019) **Pearson’s Chi-squared test with 
Yates’ continuity correction statistics (X2 [1, N = 276] with Yates correction = 13.72, p = 0.0002. (B) Venn diagrams comparing the number of 
students in the three negative behavioral group selection categories in structured and unstructured lab sections over wk 1–4. Each circle 
represents one category of group selection factor. The size and number in each circle indicate the number of students who received that 
category of comment from their group members. (C) Venn diagrams of weekly data of students with the negative comments in 
(C) unstructured and (D) structured lab sections. Green indicates “student doesn’t participate”, pink indicates a “student doesn’t seem 
interested,” and orange indicates a “student doesn’t come prepared for the class.”
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students for the first 4 wk before finalizing the group in lab 5. 
We note that two students, Scott and Sally, worked with Cesar 
more than once during these 4 wk as a result of randomization. 
All the students who gave negative comments to Cesar also 
reported in the surveys that they did not want to work with him 
again. In accordance with the expressed intentions, none of 
these students chose to work with Cesar when formal groups 
were formed in wk 5. (Both Cesar and Odin did not complete 
any surveys except the one in wk 1.)

Research articles and research proposal grades received also 
provided measures of group performance in the groups with 
PPR students (See Methods.) Data is summarized in Table 6. 
The average class grade for individual performance is 87.95%. 
Cesar, Ophelia, and Zeus have individual grades lower than the 
class average. The average class grade for group performance is 
92.17%. Groups with Cesar, Thomas, and Ophelia have lower 
than the class average group grades. Apart from the group with 

FIGURE 5: Identification and Characterization of PPR students. Heatmaps of the percentage of negative comments a student received 
from their group members that week in structured (A) or unstructured (C) lab sections. Color intensity is associated with the percentage 
and is indicated by a scale next to the heatmap. A gray square indicates that the student was either absent that week or did not receive any 
comments from his/her group member that week. Darker blue color indicates a higher percentage of negative comments. Heatmaps of 
the shared workload score of a student received from their group members in structured (B) and unstructured (D) lab sections. The 
maximum score is five and the minimum is one. The color intensity associates with the score received and is depicted by a scale next to the 
heatmap. A gray square indicates that the student was either absent that week or did not receive any score from his/her group member 
that week.

TABLE 5: Group’s response to PPR students

Pseudonym
PPR behavior 

group

Did the other group 
members continue 
working with the 

PPR students?

Unstructured Lab sections

 Odin I Yes
 Athena II Yes
 Caliban II Yes
 Olivia II Yes
 Zeus III Yes

Structured Lab sections

 Cesar I No
 Thomas II No
 Ophelia III No
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FIGURE 6: Social Networks with Qualitative Comments from PPR group (I) students. Each network image represents the number of 
students in a group. Each line represents a tie between two students (nodes of the network). Directionality of the tie is represented by the 
direction of the arrow. If the arrows are not bidirectional, it means only one student reported the interaction. The color of nodes indicates 
ethnicity. Green = White, Orange = Asians, Violet = URM, and Pink = Other. Triangles represent female students and squares represent male 
students. (A) Case study #1 – Network data from a group of students who worked with Cesar from a structured lab section. (B) Case study 
#2 – Network data from a group of students who worked with Odin in an unstructured lab section. (C) Case study # 1 – A network 
representing the final group selected by students in wk 5 in a structured lab. (D) Case study #2 – A network representing the final group 
selected by students in wk 5 in an unstructured lab.
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Thomas, other groups with PPR students have satisfaction 
scores below the class average.

DISCUSSION
Students select group members who are friends or have 
similar demographics even after randomizing student 
interactions with multiple peers in the early phases of 
group formation
Instructors have received inconsistent recommendations on 
how to structure groups to balance students’ comfort, group 
cohesiveness, and confidence in each other with diversity and 
work styles and preparation. We found no apparent benefits to 
structuring groups to ensure that students work with other stu-
dents at random before selecting their final groups. Our results 
indicate that, while forming groups, students tended to first 
select their friends, then the people who share the same biolog-
ical sex and/or similar racial/ethnic background; students who 
worked randomly with different students in wk 1–4 before 
deciding on their formal groups in wk 5 exhibited the same 
level of homophily as groups that were allowed to select their 
groupmates from the first week. One major limitation of our 
data was that it was collected in a predominantly White Institu-
tion with individual lab sections dominated by female students 
with low numbers of URM students.

We found that even though students had a chance to work 
with everyone in the class, they still preferred to form a formal 
group with their preclass friends. Nearly all the other groups in 
the lab sections with preclass friends were always mixed bio-
logical sex groups. We had higher number of women in any 
given laboratory section and small number of total students in 
each network, so we turned to qualitative visual analysis of 
SNAs to characterize interactions rather than conducting sta-
tistical tests.

Self-selected groups have been shown to be beneficial in 
prior research studies, and random assignment of groups does 
not appear to result in more long-lasting scholastic relation-
ships among students. Chapman et al. (2006) compared ran-
dom and self-selected groups and found that students reported 
better communication in self-selected groups, more enthusi-
asm, confidence in each other’s abilities, and willingness to ask 
for help. Theobald et al. (2017) and Premo et al. (2022) also 

observed higher levels of comfort and willingness to work with 
other students in groups with their friends. Lacey and colleagues 
(2020) conducted a similar intervention to our study. They 
constructed random pairings of students in lab courses and fol-
lowed the students in all their courses over a year. They found 
that random pairings did not result in long-lasting working 
relationships. This was unfortunate because students who 
formed laboratory peer groups also formed education peer 
groups to help each other study, and these peer groups obtained 
similar overall grades. When Lacey and colleagues (2020) com-
pared how students self-selected their groupmates, they found 
that students who attained high grades were more likely to 
report selecting their peers based on ability and work ethic. Stu-
dents with lower attainment were more likely to indicate that 
they selected peers with similar backgrounds to work with. 
Lacey cautioned that instructors who attempt to engineer stu-
dent groups by random assignment are unlikely to succeed in 
the formation of long-term peer support. Instead, they suggest 
embedding transient interactions (mini-breakout sessions) in 
which students change lab partners and specifically share skills 
and information that relate to challenging concepts which have 
been shown to increase course specific knowledge in other 
studies (De Hei et al., 2018).

Students choose to work with peers based on behavioral 
characteristics
Davies (2009) recommended the use of instructor-designed 
rubrics for identifying characteristics of an ideal team member 
that were enlisted from students themselves. Influenced by this 
recommendation, we performed preliminary data exploration 
to understand students’ perception and how they defined good 
and bad group members (Supplemental Figure S2; Supplemen-
tal Table 3). The top three responses were behavioral traits 
associated with interest and engagement (participation and 
preparedness), and these terms were used to generate “group 
selection factors.” Along with the behavioral characteristics, 
concerns over free riding group members and unequal distribu-
tion of work were reported as poor group member behaviors. 
This finding was consistent with Lacey and colleagues’ (2020) 
results that the driving factor that students used when choosing 
to work with a peer was perceived work ethic. We found that 

TABLE 6: Group satisfaction, group performance, and individual performance of PPR students

Pseudonym
Group selection 

method

Average group 
satisfaction score 

(out of 5) Group grade (%) Individual grade (%)
Average individual grades of 
other group members (%)

PPR group (I)
 Cesar Structured 3.85 90.00 76.73 82.60
 Odin Unstructured 3.81 97.64 91.86 92.23

PPR group (II)
 Thomas Structured 4.86 90 88.43 86.08
 Athena Unstructured 3.97 87.64 89.03 93.08
 Caliban Unstructured 3.88 87.35 90.71 93.21
 Olivia Unstructured 3.51 94.11 98.23 75.29*
PPR group (III)
 Ophelia Structured 3.51 97.64 55.29 91.06
 Zeus Unstructured 3.25 95.29 84.80 93.01

*One student did not submit an assignment, hence, the group individual grade average is low.
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when asked a categorical yes/no question about willingness to 
work with a particular group member in the future, students’ 
responses were more forthcoming compared with their 
responses to survey items using a Likert scale to rate their peers. 
Unwillingness to work with a group member in future was asso-
ciated with participation and perception of unequal distribution 
of work members in the early phase of group formation. Premo 
and colleagues (2022) reported personal connections and con-
tributions in the groups work were major predictors of student’s 
willingness to work with a particular group member in future. 
Our data suggested a similar pattern of social predictors dictat-
ing student’s choice of group members.

Students are more willing to report issues with group 
members in randomly assigned groups
Unproductive teams often involve unequal distribution of 
labor and higher levels of interpersonal conflict (Livingstone 
and Lynch, 2000; Aggarwal and O’Brien, 2008; Pauli et al., 
2008; Shimazoe and Aldrich, 2010; Hall and Buzwell, 2012). 
However, students are reluctant to report group problems or 
to directly confront free-riders and /or social loafers (Strong 
and Anderson, 1990; Brickman et al., 2021). We observed that 
students reported poor group member behavior using our sin-
gle group selection factor item about a particular group mem-
ber that directly contradicted the high scores they provided for 
group satisfaction, communication frequency and a low score 
for relationship conflict (Supplemental Table 4). In addition, 
although students reported unequal distribution of work as 
the major concern about group work, they simultaneously 
provided high ratings for their peers for shared workload in 
both structured and unstructured lab sections. These survey 
items were clearly less effective at identifying conflict or 
unequal distribution of workload. Our findings concur with 
what Brickman and colleagues (2021) found that students 
reported the presence of a problematic group member with a 
single “yes/no answer” survey question more effectively than 
task and relationship conflict items from Jehn and Mannix 
(2001).

Our data also indicated that fewer group work problems 
were reported in unstructured lab sections. In these sections, 
where students were allowed to choose their own groups from 
d 1, students continued to work with a poor group member 
they identified rather than confront the issue and change 
groups. In structured sections, when students identified a poor 
group member, they were more likely to avoid working with 
that group member in their final groups. Perhaps, the process of 
randomization helped students to avoid the social pressure that 
is associated with refusing to work with another student during 
the early phases of group formation.

SNA literature describes how relationships in social contexts 
generate a reputation cost for bad behavior and thus aid in col-
laboration (Burt et al., 2013). In an undergraduate laboratory 
or classroom setting, it is possible to observe the relational 
embedding and structural embedding of the network. Rela-
tional embedding indicates two students with a relational his-
tory, such as friend or preclass friend status. Structural embed-
ding is associated with students who have many mutual 
informal or formal connections, such as the connections 
enforced in our structured labs. The probability of bad behavior 
being discovered is higher in a more connected student net-

work (Burt et al., 2013). This may explain the higher reported 
negative behavior in structured labs and the increased tendency 
to identify and avoid PPR students.

Categories of PPR students could be useful to instructors 
for interventions
Prior work has revealed that students don’t distinguish between 
strugglers, social loafers, and free-riding students in their 
definition of a good or poor group member (Freeman and 
Greenacre, 2011). Strugglers were defined as students who 
failed to contribute to the group or class because they were 
behind in their understanding of the class material (Freeman 
and Greenacre, 2011). Social loafers were defined as students 
who put in less effort because of a lack of identity or feeling of 
belongingness in a group (Davies, 2009). Free riders were 
defined as students who receive grades or rewards without put-
ting in any effort, and often social loafing can lead to free riding 
(Watkins, 2004; Davies, 2009). None of these behaviors led to 
productive collaboration, but each of them might need different 
interventions to resolve.

Many interventions that have been suggested to resolve con-
flicts due to free riders might be inappropriate and harmful to 
struggling students. For example, constructive penalties for 
free-riding behavior might include allowing peers to anony-
mously provide peer ratings that could be used to adjust shared 
grades (Lejk and Wyvill, 2001; Johnston and Miles, 2004) or 
allow the instructor to intervene (Falchikov and Goldfinch, 
2000). These actions might spur free riders into action and 
resolve group conflict. However, these same actions toward a 
struggling student might exacerbate their ability to perform 
successfully in the course. Researchers have demonstrated that 
groups that are performing poorly enact higher penalties from 
struggling students on peer ratings than groups that are per-
forming well (Chang et al., 2018).

Without instructor intervention, students might enact their 
own penalties to free riders that were even more destructive to 
collaboration. These could include: excluding that member 
from communication, completely removing peer support, or 
assigning tasks to students which were unsuitable and too diffi-
cult for them (Freeman and Greenacre, 2011). These socially 
destructive behaviors might increase relationship conflicts 
within already challenging group situations (Freeman and 
Greenacre, 2011), affect the learning environment for all stu-
dents, and be particularly destructive to struggling students.

To support learning for all students, instructors need to iden-
tify the reason why certain students were not contributing and 
mediate. There could be a variety of reasons why a student was 
not attentive or prepared including conflicting deadlines, per-
sonal issues, sleepless night, etc. Our data suggest that students 
in structured labs were more likely to label someone as bad 
group member in the early phase of group formation after only 
one class session. Instructors should take this into account and 
wait until they see several reports to identify persistently poor 
behavior patterns to determine whether intervention is needed.

Instructors could also preemptively provide training in team 
dynamics and provide frequent opportunities to discuss and 
reflect on teamwork practices. Interventions such as those devel-
oped for business students such as SUIT (Share, Understand, 
Integrate, Team Decision) that involve helping all students prac-
tice expressing their viewpoints (share), confronting opposing 
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views (understand), integrating other team members view-
points (integrate), and finally agreeing on common solutions 
(team decision) have demonstrated a reduction in detrimental 
team conflict (O’Neill et al., 2017, 2020). These methods could 
help students better identify the Students trained in this manner 
grow more confident over time in providing honest feedback 
and their team performance has been shown to improve, as well 
(Donia et al., 2018). Using a tool such as the Enhancing Learn-
ing by Improving Process Skills in STEM (ELIPSS) designed spe-
cifically for undergraduate STEM students can help students 
develop a more accurate perception of how to engage in the 
effective communication, and teamwork (Czajka et al., 2021). 
Students became much more accurate in their abilities to assess 
their own teamwork skills when they used the ELIPSS tool mul-
tiple times. This involved a primary round in which they reflect 
on their performance, a second round in which they receive 
feedback from their instructor, and finally assess themselves 
again.

Implications: From an instructor’s perspective, is it 
worth enforcing initial student interactions through 
randomization?
We found no benefit to initially randomly assigning students to 
groups in terms of students’ reported conflict scores (task, pro-
cess, or relationship), satisfaction, or final group and individual 
grades. Randomly assigning students to groups also failed to 
significantly influence how students selected their teammates. 
However, in the small number of cases of PPR students, random 
assignment increased the willingness for students to report poor 
behavior and avoid forming groups with those students. In 
unstructured groups, students would rather stay with a problem 
group member that they were familiar with rather than con-
front the issue and change groups. Instructor-mediated inter-
vention is needed to resolve group conflict and help struggling 
group members in these cases. For example, recommendations 
from Davies (2009) that ask students to define good and poor 
group members might help create clearer expectations about 
group work before these problems accelerate. We found that 
Likert survey items were not as effective as simple categorical 
“Yes/No” and “my fellow group member was not performing 
well and why” questions. Administering our group selection 
survey could help serve as a better measure to identify strug-
gling students in early group formation and help the instructor 
to observe and mediate conflicts in real time. Because the num-
ber of PPR students is so low, more than 1 wk of reported prob-
lems would be recommended to identify significant issues.
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